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Abstract. In this note we study generalized differentiability of functions on a class of fractals
in Euclidean spaces. Such sets are not necessarily self-similar, but satisfy a weaker “scale-similar”
property; in particular, they include the non self similar carpets introduced by Mackay–Tyson–
Wildrick [12] but with different scale ratios. Specifically we identify certain geometric criteria for
these fractals and, in the case that they have zero Lebesgue measure, we show that such fractals can-
not support nonzero derivations in the sense of Weaver [16]. As a result (Theorem 26) such fractals
cannot support Alberti representations and in particular, they cannot be Lipschitz differentiability
spaces in the sense of Cheeger [3] and Keith [9].

1. Motivation

First order differentiable calculus has been extended from smooth manifolds to
abstract metric spaces in many ways, by many authors. In this context, one im-
portant property of a metric space is the validity of Rademacher’s theorem, i.e.
that Lipschitz functions are almost everywhere (a.e.) differentiable with respect to
a choice of coordinates on that space. (For this reason, such spaces are known as
Lipschitz differentiability spaces in the recent literature, e.g. [1, 2, 4] and said to have
a measurable differentiable structure in earlier literature, e.g. [9, 11, 14].)

The search for such a property naturally leads to questions of compatibility be-
tween a metric space and the choice of a Borel measure on that space. Even the
case of Euclidean spaces has been addressed only recently. A result of De Phillipis
and Rindler [5, Thm. 1.14] states that if Rademacher’s Theorem is true for a Radon
measure µ on Rm, then µ must be absolutely continuous to m-dimensional Lebesgue
measure.

Here we address the case when µ is singular. As we will see, there is a large class
of fractal sets, which we call Sierpiński-type fractals, for which Lipschitz functions do
not even enjoy partial a.e. differentiability on the support of their natural measures.
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Postponing the technical formulation for now, it is worth noting that this class
includes, in all dimensions,

(A) standard self-similar fractals, such as Cantor sets, Sierpiński carpets, and
Menger sponges;

(B) non-self-similar constructions, such as carpets complementary to those of
Mackay, Tyson, and Wildrick [12];

(C) entirely new, random constructions of fractals, which exist under mild sym-
metry conditions.

1.1. Fractals and derivations. To motivate our result, recall that Bate [1]
has recently characterized Lipschitz differentiability spaces in terms of Alberti repre-
sentations of measures—that is, by disintegrating the underlying measure of a space
into a family of measures, each of which is supported on nontrivial fragments of rec-
tifiable curves. (Differentiability in this sense therefore corresponds to directional
differentiability in a spanning set of directions.)

Prior to Bate’s result, Weaver [16] introduced (metric) derivations as general-
ized notions of partial differential operators. This approach is functional analytic in
nature, causing derivations to be well-defined on all metric spaces X equipped with
Borel measures µ, and to enjoy the algebraic structure of a module over the ring of
functions L∞(X,µ). Schioppa [15] further showed that Alberti representations are
examples of derivations, a key tool in this paper.

Our main result, Theorem 45, asserts that Sierpiński-type fractals have a trivial
module of derivations, that is: as a linear operator on Lipschitz functions, the only
derivation is the zero operator. Coupled with Schioppa’s result above, we have an
immediate conclusion:

Corollary 1. Sierpiński-type fractals do not support Alberti representations.

The novelty here is that the structural conditions on certain fractal sets can
be further weakened and therefore treated with different techniques. It is known
[16, Sect 5E], for example, that self-similar fractals such as the Sierpiński carpet or
the Sierpiński gasket have a trivial module of derivations; the proof there exploits
their geometric properties of self-similarity and porosity, but it does not extend to
non-self-similar fractals.

Our approach is new, in that it relies on a notion of dimension, or rank, associated
to a module of derivations on a metric measure space. In particular, the notion of
rank allows for directional information from derivations, like that of vector fields on
a smooth manifold. It therefore exploits different geometric features of fractals, such
as symmetries at each scale of their construction, to which the methods in [16] are
insensitive.

1.2. The case of carpets. For the sake of clarity, we prove our main result
for an explicit example first, in order to motivate the definition of a Sierpiński-type
fractal later.

In particular, in each dimension we opt for a non-self-similar example with zero
Lebesgue measure. Not only does it highlight new techniques not appearing in
the self-similar setting, but in dimension 2 it complements nicely the case of “car-
pets” treated by Mackay, Tyson, and Wildrick [12]. There the authors show that
for non-self-similar constructions of Sierpiński carpets, the condition of positive (2-
dimensional) Lebesgue measure is equivalent to the validity of a (1, p)-Poincaré in-
equality for all 1 < p ≤ 2.



Sierpiński-type fractals are differentiably trivial 637

Recall that in a seminal work, Cheeger [3] proved that metric spaces with doubling
measures and supporting (1, p)-Poincaré inequalities, for 1 ≤ p < ∞, are Lipschitz
differentiability spaces and therefore have a nontrivial module of derivations.

Remark 2. Though the fractals treated here are non-smooth sets with no man-
ifold points, we emphasize that the underlying metric is the Euclidean one and the
underlying measures are the corresponding Hausdorff measures with respect to this
metric.

In contrast, the constructions treated in the analysis on fractals make use of
a so-called resistance metric that is induced by probabilistic methods (specifically,
via the theory of Dirichlet forms) on the given fractal and that is known not to be
comparable with the Euclidean metric. We will not discuss such methods here but
refer to the survey of Kigami [10] and the references contained therein.

This paper is outlined as follows. In Section §2 we construct the carpets men-
tioned above, recall basic facts about derivations, and survey what is already known
about derivations on Euclidean spaces. Section §3 consists of a series of lemmas, lead-
ing to Theorem 26 which covers the model case of non-self similar Sierpiński carpets.
In §4 we define Sierpiński-type fractals and state a more general result, Theorem 45,
that will follow essentially from the same proof as Theorem 26. Lastly, Section §5 is
a short appendix, where we handle a technical lemma about Sierpiński-type fractals
and their associated measures.

2. Setup

We first fix the notation and some basic notions. Given a set X, a subset A ⊆ X,
and a function f : X → R, the restriction of f to A is denoted f|A. Similarly, if µ is
a measure on X, then µ|A refers to the restriction of µ to A, defined as

µ|A(E) := µ(A ∩ E)

for all µ-measurable subsets E of X.
If X and Y are topological spaces, if F : X → Y is a Borel map, and if µ is a

Borel measure on X, then the pushforward of µ under F is a Borel measure on
Y , defined on all Borel subsets E of Y as

F#µ(E) := µ(F−1(E)).

If X = (X, d) is a metric space, then the Lipschitz constant of a function f : X →
R is denoted by

L(f) := sup

{ |f(x)− f(y)|
d(x, y)

; x 6= y in X
}

and we will often use the following classes of functions:

Lip(X) := {all Lipschitz functions on X},
Lipb(X) := {all bounded Lipschitz functions on X}.

Note that ‖f‖Lip = max{‖f‖∞, L(f)} is a norm on Lipb(X). For a sequence (fn)∞n=1

in Lipb(X), we also write fn
?
⇀ f if

sup
n
L(fn) <∞ and fn → f pointwise in X.

With limits of bounded linear operators in mind, let V and W be Banach spaces
and consider the space L(V,W ∗) of all bounded linear operators from V into the
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dual space W ∗. The weak-star operator topology on L(V,W ∗) is the linear topology
generated by the seminorms px,y, with x ∈ V and y ∈ W , where we define

px,y(T ) = |〈T (x), y〉|,
for every operator T ∈ L(V,W ∗). Moreover, we denote the operator norm of each
L ∈ L(V,W ∗) by

‖L‖op = sup{‖Le‖W ∗ ; ‖e‖V ≤ 1}.
The next lemma is folklore; for a reference, see Theorem 5.3.4 from the second
author’s Ph.D. thesis.

Lemma 3. Let V and W be Banach spaces, and let B(V,W ∗) denote the closed
unit ball of the space L(V,W ∗).

(a) B(V,W ∗) is compact for the weak-star operator topology.
(b) If V andW are both separable, then B(V,W ∗) is metrizable for the weak-star

operator topology, and therefore it is sequentially compact.

Indeed (a) is folklore, being a standard consequence of Tychonov’s theorem. For
the idea for (b), let {xn} and {yn} be dense sequences in V and W , respectively. It
is not difficult to see that the expression

ρ(R, T ) =
∞∑

n,m=1

1

2n+m
|〈(R− T )(xn), ym〉|

defines a metric on B(V,W ∗) that induces the weak-star operator topology.

2.1. Carpets. Let a = (an)∞n=1 be non-negative numbers of the form

an :=
pn
qn
,

where pn, qn ∈ N with pn + qn even and with pn < qn and where a ∈ `∞ \ `2, that is:
the series

∑
n a

2
n diverges, yet supn |an| <∞.

We now construct a compact subset Sa of R2 by a process analogous to the usual
Sierpiński carpet, and where the parameters an are used instead of ratios of 1

3
. The

basic idea is that, at the nth step, one divides the existing squares into qn × qn new
subsquares and removes the middle pn × pn of them.

Step 0: Put S0
a := [0, 1]× [0, 1] and C0 = {S0

a} and C0
0 = ∅ first.

Step 1: Divide S0
a into q1 × q1 closed subsquares with sides parallel to the coor-

dinate axes and with lengths l1 := q−1
1 , i.e.

(4) Q1
ij :=

[i− 1

q1

,
i

q1

]
×
[j − 1

q1

,
j

q1

]
,

for i, j ∈ {1, 2, . . . , q1}. Enumerating them as C1 := {Q1
ij}q1i,j=1, we have

S0
a =

q1⋃

i,j=1

Q1
ij.

Now let C0
1 be the subcollection of the p2

1 many “middle” subsquares from C1. More
precisely, let r1 = 1

2
(q1 − p1), put

C0
1 :=

{
Q1
i,j ∈ C1 ; r1 + 1 ≤ i, j ≤ p1 + r1

}
,

C+
1 := C1 \ C0

1 ,
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and write the union of the remaining squares as

S1
a :=

⋃

Q∈C+1

Q.
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Now let C0
1 be the subcollection of the p2

1 many “middle” subsquares from
C1. More precisely, let r1 = 1

2(q1 − p1), put

C0
1 :=

{
Q1

i,j ∈ C1 ; r1 + 1 ≤ i, j ≤ p1 + r1

}

C+
1 := C1 \ C0

1 ,

and write the union of the remaining squares as

S1
a :=

⋃

Q∈C+
1

Q.

S0
a S1

a

Figure 1. E.g. of p1 = 3 and q1 = 5, so r1 = q1−p1

2 = 5−3
2 = 1.

As a suggestive terminology,

• subsquares in C1 are called first-order subsquares,
• subsquares in C0

1 are called first-order middle subsquares,

and we will use analogous notation for steps 2 and beyond.

Step n ≥ 2 : We proceed inductively. Let Cn−1 be the collection of (n −
1)th-order subsquares with pairwise disjoint interiors, with side length

ln−1 := (q1 · · · qn−1)
−1

and with all sides parallel to the axes. Suppose the sub-collection of (n−1)th-
order non-middle subsquares C+

n−1 has already been defined. Now sub-divide

each Q ∈ C+
n−1 into qn × qn squares of side length ln := q−1

n ln−1, analogously
as in (3), and write the collection as

Cn(Q) := {Qn
ij}qn

i,j=1.

Again, we remove the middle subsquares; for rn := 1
2(qn − pn), put

C0
n(Q) :=

{
Qij ∈ Cn(Q) ; 1 + rn ≤ i, j ≤ pn + rn

}

C+
n (Q) := Cn(Q) \ C0

n(Q)

and write the union of these selections as

Sn
a :=

⋃

Q′∈C+
n

Q′, where C+
n :=

⋃

Q∈C+
n−1

C+
n (Q).

Since Sn
a ⊂ Sn−1

a holds for all n ∈ N, the limit set

Sa :=
∞⋂

n=1

Sn
a

Figure 1. E.g. of p1 = 3 and q1 = 5, so r1 = q1−p1

2 = 5−3
2 = 1.

As a suggestive terminology,
• subsquares in C1 are called first-order subsquares,
• subsquares in C0

1 are called first-order middle subsquares,
and we will use analogous notation for steps 2 and beyond.

Step n ≥ 2: We proceed inductively. Let Cn−1 be the collection of (n−1)th-order
subsquares with pairwise disjoint interiors, with side length

ln−1 := (q1 · · · qn−1)−1,

and with all sides parallel to the axes. Suppose the sub-collection of (n− 1)th-order
non-middle subsquares C+

n−1 has already been defined. Now sub-divide each Q ∈ C+
n−1

into qn× qn squares of side length ln := q−1
n ln−1, analogously as in (4), and write the

collection as
Cn(Q) := {Qn

ij}qni,j=1.

Again, we remove the middle subsquares; for rn := 1
2
(qn − pn), put

C0
n(Q) :=

{
Qij ∈ Cn(Q) ; 1 + rn ≤ i, j ≤ pn + rn

}
,

C+
n (Q) := Cn(Q) \ C0

n(Q)

and write the union of these selections as

Sna :=
⋃

Q′∈C+n

Q′, where C+
n :=

⋃

Q∈C+n−1

C+
n (Q).

Since Sna ⊂ Sn−1
a holds for all n ∈ N, the limit set

Sa :=
∞⋂

n=1

Sna

is well-defined; we call it the non-self similar Sierpiński carpet generated by a, or
simply a carpet.

Remark 5. (Area) Observe that the classes of carpets we are taking into con-
sideration have no area in the sense of 2-dimensional Lebesgue (Hausdorff) measure:

H2(Sa) = 0.

Notice that this holds if and only if a /∈ `2.

Remark 6. (Geometry) We now list some properties of Sa that follow from the
construction:
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(A) For each n ≥ 2, each Q ∈ C+
n is a subsquare of a unique Q′ ∈ C+

n−1. As a
result, there is a unique vector vnQ ∈ R2 so that the similitude

σnQ(x) := qnx+ vnQ

maps Q onto Q′ and preserves orientation of edges. In particular, every point
not lying on a square boundary—that is, every

x /∈ ∂+Sa :=



∞⋃

n=1

⋃

Q∈C+n

∂Q




has a unique sequence of closed subsquare neighborhoods (N n
x )∞n=1, where

N n
x ∈ C+

n for each n ∈ N.
(B) The carpet endowed with the Euclidean metric is quasiconvex; recall that

a metric space (X, d) is C-quasiconvex (with C ≥ 1) if any pair of points
x, y ∈ X can be joined by a rectifiable path whose length does not exceed
Cd(x, y).

(C) There is a canonical measure µ that is supported on Sa. Indeed, consider the
sequence of probability measures, each supported on Sna , as defined by

µ0 := H2|S0
a

and µn :=
∑

Q∈C+n

σnQ
′

# (µn−1|Q)

q2
n − p2

n

for each n ∈ N

and hence by Banach–Alaoglu there is a weak-star sublimit measure µ that is
concentrated on Sa. We claim

(C.1) that µ is both unique and the full (weak-star) limit of (µn)∞n=1; for a
proof, see Appendix in §5.

(C.2) that µ(∂Q) = 0 for every n ∈ N and every Q ∈ C+
n . Indeed, given

any line segment ` in ∂Q and any neighborhood ON of ` consisting of
subsquares Q′ in C+

n+N with Q′∩` 6= ∅, lower-semicontinuity of weak-star
convergence yields

µ(`) ≤ µ(ON) ≤ lim inf
n→∞

µn(ON) = 0.

As a result, µ(Qij ∩ Qkl) = 0 for every i 6= k or j 6= l with Qij ∈ C+
n in

the previous construction.
(C.3) that µ is doubling, which means that there exists a constant C ≥ 1 such

that
µ(B(x, 2r)) ≤ Cµ(B(x, r))

for all balls B(x, r) in X with centers x ∈ X and radii r > 0. The proof
is essentially the same as that of [12, Proposition 3.1].

Remark 7. (Higher dimensions) Analogous constructions apply to Rm for all
m ∈ N, where m replaces the dimension 2 and where we subdivide m-dimensional
cubes into (qn)m many sub-cubes and omit the middle (pn)m of them. We call these
limit sets (Sierpiński) sponges1 and we denote them by Sma . (In particular, S2

a = Sa

are the carpets from before.)
In this case, we assume that a ∈ `∞\`m and a similar computation as in Remark 5

shows that Hm(Sma ) = 0. Moreover, there are canonical measures that are associated

1In contrast, Menger sponges are constructed not by omitting subcubes but by omitting cubewise
“tunnels” perpendicular to the codimension-1 faces.
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to sponges, constructed analogously, and satisfy analogous geometric properties as
in Remark 6. We denote them by µma .

For later purposes we will give a general version of the Lebesgue differentiation
theorem for doubling measures. In place of balls it suffices to have subsets of balls
with a positive lower bound on its measure density.

To fix notation, let Ω ⊂ Rm. For c ≥ 1 and x ∈ Ω define Fc(x, r) as the family
of all measurable sets E ⊂ Ω such that E ⊂ B(x, r) and µ(B(x, r)) ≤ cµ(E). We
say that a sequence of measurable sets {Ei}∞i=1 converges to a point x if there exists
a sequence of radii ri > 0 such that Ei ⊂ B(x, ri) and ri → 0 as i→∞ .

Theorem 8. [7, Theorem 14.15] Let µ be doubling on Ω ⊂ Rm and u ∈
L1

loc(Ω, µ). Then for µ-a.e. x ∈ Ω we have

lim
r→0
−
ˆ
B(x,r)

u(y) dµ(y) = u(x).

More generally, if c ≥ 1 then for µ-a.e x ∈ Ω and every sequence of sets {Ei}i that
converge to x with Ei ∈ Fc(x, ri) we have that

lim
i→∞
−
ˆ
Ei

u(y) dµ(y) = u(x).

2.2. Derivations: basic facts. The following notion is due to Weaver [16] for
so-called measurable metrics ; for the case of (pointwise) metrics in the usual sense,
see the survey of Heinonen [8] as well as [6], [14], and [15].

Fix a Radon measure µ on a separable metric space (X, d). We refer to the
collection (X, d, µ) as a metric measure space.

Definition 9. (Weaver) A bounded linear operator

δ : Lipb(X)→ L∞(X,µ)

is called a (metric) derivation if it satisfies
• the product rule: δ(fg) = f δg + gδf holds for all f, g ∈ Lipb(X);
• weak-star continuity : if (fn)∞n=1 and f in Lipb(X) satisfy fn

?
⇀ f , then δfn

?
⇀

δf in L∞(X,µ), i.e.,

(10)
ˆ
X

ϕ δfn dµ→
ˆ
X

ϕ δf dµ

holds for all ϕ ∈ L1(X,µ).
Let Υ(X,µ) denote the space of derivations with respect to µ on X.

Note that Υ(X,µ) is an L∞(X,µ)-module, where the scalar action is

(λδ)f = λ(δf),

for all λ ∈ L∞(X,µ). As defined in [8, pp. 216], call a metric measure space (X, d, µ)
differentiably trivial if it has a trivial module of derivations, i.e. that Υ(X,µ) = 0.

Moreover, we call a set {δi}ki=1 linearly dependent in Υ(X,µ) if there exist {λi}ki=1

in L∞(X,µ), not all zero, so that

λ1δ1 + · · ·+ λkδk = 0.

Otherwise we say that {δi}ki=1 are linearly independent.
Lastly, we say that Υ(X,µ) has rank-k if it contains a linearly independent set

of k derivations and if every set of k + 1 derivations is linearly dependent.
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We now turn to basic properties of derivations. The first lemma combines
Lemma 27 and Theorem 29 in [16].

Lemma 11. (Locality) Let µ be Radon on X. If A is a µ-measurable subset of
X, then as sets and modules,

χAΥ(X,µ|A) := {χAδ ; δ ∈ Υ(X,µ)} = Υ(A, µ|A)

and in particular, if f |A is constant, then δf = 0 µ-a.e. on A.

Remark 12. As a consequence, every derivation δ ∈ Υ(Rm, µ) has a well-defined
linear extension to each f ∈ Lip(Rm), also denoted by δ, that satisfies

‖δf‖L∞ ≤ ‖δ‖opL(f).

Remark 13. For the sponges Sma from Remark 7, the measures µma satisfy

µma (Rm \ Sma ) = 0

by construction, the locality property gives

χSma Υ(Rm, µma ) = Υ(Sma , µ
m
a ).

So in terms of derivations with respect to µma , the sets Rm and Sma are treated
the same analytically, even though they differ geometrically as metric spaces. (For
example, µma is doubling on Sma but its zero extension is not doubling on all of Rm.)

2.3. Derivations on Euclidean spaces. Due to the locality property (Lem-
ma 11), every derivation on Rm is well-defined on polynomials and other locally
Lipschitz functions. Roughly speaking, the action of such derivations is completely
determined by their action on the standard coordinate functions.

Of the next four results, the first is a direct consequence of [6, Lemma 27] and
[13, Theorem 1.19], the second is [6, Lemma 2.19], and the third and fourth are
consequences of the second. To fix notation, x := (x1, x2, . . . , xm) denotes the identity
map on Rm, so xi is the usual ith linear coordinate.

Lemma 14. (Change of variables) Let X and Y be metric spaces, let F : X → Y
be a proper Lipschitz map, and let µ be a Radon measure onX. For each δ ∈ Υ(X,µ),
there is a unique derivation F#δ ∈ Υ(Y, F#µ) called the pushforward of δ under F
that satisfies ˆ

Y

g (F#δ)f d(F#µ) =

ˆ
X

(g ◦ F )δ(f ◦ F ) dµ

for all f ∈ Lip(Y ) and all g ∈ L1(Y, F#µ). If moreover F−1 exists and is Lipschitz,
then for µ-a.e. x ∈ X, it holds that

δ(f ◦ F )(x) = (F#δ)f
(
F (x)

)

Lemma 15. (Chain rule) For every f ∈ Lip(Rm), there exists vf ∈ L∞(Rm;
Rm, µ) so that every δ ∈ Υ(Rm, µ) satisfies the µ-a.e. inequalities

δf = vf · δx =
n∑

i=1

vfi δxi and ‖vf‖L∞ ≤ L(f).

If moreover f is C1-smooth, then vf = ∇f .
Corollary 16. Fix a Radon measure µ on Rm. For all f ∈ Lipb(R

m) and all
C1-smooth biLipschitz embeddings F : Rm → Rm, the identity

δ(f ◦ F )(x) = vf (F (x))T ·DF (x) · δx(x)

holds for µ-a.e. x ∈ Rm and for every δ ∈ Υ(Rm, µ).
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Proof. Approximating f in Lipb(R
m) by convolutions of the form

(f ◦ ηε) ◦ F ?
⇀ f ◦ F

we obtain, as weak-star limits in L∞(Rm, µ), the identities

vf◦F (x) = lim
ε→0
∇((f ∗ ηε) ◦ F )(x)

= lim
ε→0
∇(f ∗ ηε)(F (x)) ·DF (x) = vf (F (x)) ·DF (x)

for µ-a.e. x ∈ Rm and hence, by Lemma 15,

δ(f ◦ F )(x) = vf◦F (x) · δx(x) = vf (F (x))T ·DF (x) · δx(x)

holds as desired. �

Theorem 17. If µ is a Radon measure onRm, then bounded subsets of Υ(Rm, µ)
are closed for the weak-star operator topology.

Proof. Let {δα}α be a bounded net in Υ(Rm, µ) that converges in the weak-star
operator topology to δ ∈ L(Lipb(R

m), L∞(Rm, µ)). To show that δ ∈ Υ(Rm, µ), it
suffices to check the Leibniz rule and weak-star continuity.

First, note that for every f, g ∈ Lipb(R
m) and every ϕ ∈ L1(Rm, µ), we have

fϕ, gϕ ∈ L1(Rm, µ). Each δα satisfies the Leibniz rule, soˆ
Rm

ϕ δ(fg) dµ = lim
α

ˆ
Rm

ϕ δα(fg) dµ = lim
α

ˆ
Rm

ϕ (fδαg + gδαf) dµ

= lim
α

ˆ
Rm

fϕ δαg dµ + lim
α

ˆ
Rm

gϕ δαf dµ

=

ˆ
Rm

fϕ δg dµ +

ˆ
Rm

gϕ δf dµ =

ˆ
Rm

ϕ (f δg + g δf) dµ

where lim
α

refers to limits of nets. Thus δ satisfies the Leibniz rule.
As for weak-star continuity, let (fi)

∞
i=1 be a sequence of 1-Lipschitz functions on

Rm that converge pointwise to 0 and let ε > 0 be given. It suffices to prove, for each
g ∈ L1(Rm, µ), that there exists i0 ∈ N such that

∣∣∣∣
ˆ
Rm

g δfi dµ

∣∣∣∣ ≤ ε

holds for all i ≥ i0. Without loss of generality, assume δ 6= 0.
As a first case, assume spt(µ) is compact, so µ is finite and each coordinate

function xi lies in Lipb(spt(µ)), for each i ∈ 1, · · · ,m. Let E0 be the closed subspace
of Lipb(spt(µ)) generated by both (fi)

∞
i=1 and the coordinate functions {xi}mi=1. Then

E0 is separable, and so is Y = L1(Rm, µ), since µ is (σ-)finite. Thus, by Lemma 3,
the unit ball B(E0, Y

∗) is sequentially compact.
On the other hand, the restrictions (δα|E0)α converge to δ|E0 in the weak-star

operator topology of L(E0, Y
∗), whose bounded sets are metrizable by Lemma 3, Part

(b). Then there exists a sequence (δj)j = (δαj)j which converges to δ in L(E0, Y
∗)

too; without loss of generality, assume for convenience that αj ≤ αj+1 for all j.
In particular, δjfi

?
⇀ 0 as i → ∞ in L∞(Rm, µ) and δjx

?
⇀ δx as j → ∞ in

L∞(Rm;Rm, µ).
Since µ is finite, it follows that Lp(Rm, µ) is dense in L1(Rm, µ) for all p ∈ (1,∞)

and hence δjx ⇀ δx in Lq(Rm, µ), where q := p
p−1

is the Hölder conjugate of p.
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Letting g ∈ L1(Rm, µ) be arbitrary, choose gε ∈ Lp(Rm, µ) so that

(18) ‖g − gε‖L1 <
ε

3‖δ‖op

.

We now apply a variant of Mazur’s lemma to obtain convex combinations

(19) δ̃jx :=

Nj∑

l=j

λjlδlx → δx

that converge in Lq-norm. In particular, there exists j = j(ε, gε) ∈ N so that

(20) ‖δ̃jx− δx‖Lq ≤
ε

3‖gε‖Lp
and define derivations with the same convex combinations:

δ̃j :=

Nj∑

l=j

λjlδl.

We claim {δ̃j}j converges to δ in the weak-star operator topology, too. To see why,
by definition for each ϕ ∈ L1(Rm, µ), each ψ ∈ Lipb(R

m), and each s > 0, there
exists k ∈ N so that the original convergence yields

∣∣∣
ˆ
Rm

ϕ (δj − δ)ψ dµ
∣∣∣ < s

for all j ≥ k; so for j ∈ N ∩ [k,Nk] the previous estimate yields

∣∣∣
ˆ
Rm

ϕ (δ̃j − δ)ψ dµ
∣∣∣ ≤

Nj∑

l=j

λjl

∣∣∣
ˆ
Rm

ϕ (δl − δ)ψ dµ
∣∣ <

Nj∑

l=j

λjls = s.

Fixing j as in (20), observe that δ̃j is a (finite) linear combination in Υ(Rm, µ), so δ̃j ∈
Υ(Rm, µ) and hence δ̃jfi

?
⇀ 0 in L∞(Rm, µ). Testing further with gε ∈ L1(Rm, µ)

there exists i0 = i0(j, ε, gε) ∈ N so that

(21)
∣∣∣∣
ˆ
Rm

gεδ̃jfi dµ

∣∣∣∣ <
ε

3

whenever i ≥ i0. The chain rule (Lemma 15) implies that there exists vi = vfi ∈
L∞(Rm;Rm, µ) with |vi| ≤ 1 µ-a.e. on Rm such that

δ̃jfi = vi · δ̃jx.

So from this and the convergence δ̃j
?
⇀ δ, we have on the one hand that

ˆ
Rm

gεδ̃jfi dµ =

ˆ
Rm

gεv
i · δ̃jx dµ =

m∑

k=1

ˆ
Rm

gεv
i
kδ̃jxk dµ

−→
m∑

k=1

ˆ
Rm

gεv
i
kδµxk dµ =

ˆ
Rm

gεv
i · δx dµ

and on the other hand thatˆ
Rm

gεδ̃jfi dµ −→
ˆ
Rm

gεδfi dµ.
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Since weak-star limits are unique, it follows that

δfi = vi · δx,
(δ − δ̃j)fi = vi · (δ − δ̃j)x

and using Hölder’s inequality and previous estimates, it further follows that
∣∣∣∣
ˆ
Rm

g δfi dµ

∣∣∣∣ ≤ ‖g − gε‖L1‖δfi‖L∞ +

∣∣∣∣
ˆ
Rm

gε δfi dµ

∣∣∣∣
(18)
≤ ε

3
+

∣∣∣∣
ˆ
Rm

gε(δ − δ̃j)fi dµ
∣∣∣∣+

∣∣∣∣
ˆ
Rm

gε δ̃jfi dµ

∣∣∣∣
(21)
≤ ε

3
+

∣∣∣∣
ˆ
Rm

gε v
i · (δ − δ̃j)x dµ

∣∣∣∣+
ε

3

≤ 2ε

3
+ ‖gε‖Lp‖vi‖L∞‖(δ − δ̃j)x‖Lq

(20)
≤ ε.

Since ε and g were arbitrary, it follows that δ ∈ Υ(Rm, µ).
As for the general case, since g ∈ L1(Rm, µ) there exists R > 0 so thatˆ

Rm\B(0,R)

|g| dµ ≤ ε

2‖δ‖op

.

By Lemma 11 the previous case applies to µ|B(0,R) with ε
2
in place of ε, so there exists

i0 = i0(j, ε, (g|B(0,R))ε) ∈ N so that if i ≥ i0 then
∣∣∣∣
ˆ
B(0,R)

g δfi dµ

∣∣∣∣ ≤
ε

2
,

∣∣∣∣
ˆ
Rm

g δfi dµ

∣∣∣∣ ≤ ‖δ‖op

ˆ
Rm\B(0,R)

|g| dµ+

∣∣∣∣
ˆ
B(0,R)

g δfi dµ

∣∣∣∣ ≤
ε

2
+
ε

2
= ε

as desired. �

The final lemma is straightforward but not easily found in the literature; for
completeness, a proof sketch is included below.

Lemma 22. Let µ be Radon on Rm and let d = {δi}mi=1 be a subset of Υ(Rm, µ).
If the Jacobi-type matrix

(23) dx(z) :=




δ1x1(z) δ2x1(z) · · · δnx1(z)
δ1x2(z) δ2x2(z) · · · δnx2(z)

...
... . . . ...

δ1xm(z) δ2xm(z) · · · δmxm(z)




is invertible for µ-a.e. z ∈ Rm, then d is linearly independent.

Proof. We argue by contraposition. For m = 1 this follows from the chain rule
above (Lemma 15); indeed, if the singleton {δ1} were linearly dependent in Υ(R, µ),
then there would exist a nonzero λ ∈ L∞(R, µ) so that

λ(z)δ1x1(z) = 0

holds for µ-a.e. z ∈ R. In particular, δ1x1 = 0 holds on the (µ-essential) support of
λ and hence the 1 × 1 matrix [δ1x1] would be non-invertible on supp(λ), which is a
positive µ-measured subset.
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For m = 2, if d were linearly dependent, there would exist λ1, λ2 ∈ L∞(R2, µ)
not both zero (and without loss λ2 6= 0 µ-a.e.) so that

(24) δ2 = −λ1

λ2

δ1

holds µ-a.e. on R2. As a result, the Jacobi matrix dx becomes

dx := det

[
δ1x1 δ2x1

δ1x2 δ2x2

]
=

[
δ1x1 −λ1

λ2
δ1x1

δ1x2 −λ1
λ2
δ1x2

]

which clearly has zero determinant.
For m ∈ N, an identity analogous to (24) holds, where δm can be written as

a linear combination of δ1, · · · , δm−1 for some choice of scalars λ1, · · · , λm−1. The
subsequent m×m Jacobi matrix will contain a column that is a linear combination
of the other m− 1 columns, which gives the lemma. �

The following theorem, regarding rigidity of derivations on Euclidean spaces, is
a consequence of the main results from [5] and [15]. More precisely, in [5] the con-
clusion of absolute continuity was proven in the case of independent collections of
Alberti representations, whereas in [15], it is shown that every Alberti representa-
tion determines a derivation in the previous sense, and independence induces linear
independence. The case of R2 was treated in [6].

Theorem 25. Let m ∈ N and let µ be a Radon measure on (Rm, | · |). Then
the module of derivations on Rm with respect to µ has rank-m if and only if µ is
absolutely continuous with respect to the Lebesgue measure. Moreover, derivations
with respect to µ are linear combinations of the differential operators {∂/∂xi}mi=1

with coefficients in L∞(Rm, µ).

3. Differentiably trivial carpets

3.1. Previous results on carpets. For c ∈ N odd denote by Sc = S2
a the self-

similar Sierpiński carpet defined by the constant sequence a :=
(

1
c
, 1
c
, 1
c
, . . .

)
. Note

that S3 is the standard Sierpiński carpet.
In [16, Theorem 40], Weaver proved that Υ(S3, µ) = 0 and the same argument

applies to any self-similar Sierpiński carpet with respect to a constant sequence.
Moreover, the argument can be extended to any sequence a ∈ `∞\c0 and to associated
Sierpiński sponges in any dimension m, in that lim sup a > 0 implies Υ(Sa, µ) = 0.

On the other hand, in [12], the authors considered the class of non-self similar
Sierpiński carpets in the particular case when pn = 1 for each n ∈ N. They prove
that the class of non-self similar Sierpiński carpets Sa support Poincaré inequalities
if and only if a ∈ `2. One can check that if a ∈ `2, the measure µ is comparable
to the restriction of the Lebesgue measure to Sa. By Theorem 25, (Sa, µ) induces a
rank-2 module of derivations, so Sa is a Lipschitz differentiability space.

Actually, the associated measurable differentiable structure is the restriction of
the standard differentiable structure from R2.

The next theorem is new and is the main result of this section. It covers the
remaining case, that is, when a ∈ c0 \ `2, thereby covering the full range of possible
sequences in `p, 1 ≤ p ≤ ∞.

Theorem 26. If Sa is a carpet with a ∈ `∞ \ `2 and with the canonical measure
µ as in Remark 6.C, then (Sa, µ) is differentiably trivial.
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In what follows, we will prove in fact a more general result, Theorem 39, in an
arbitrary dimension m ≥ 2, for Sierpiński sponges Sma as defined in Remark 7.

The proof will be divided into three steps:
• Any nonzero derivation δ ∈ Υ(Rm, µ) induces a derivation δµ ∈ Υ(Rm, µ)
that is supported everywhere, in the sense that δx is µ-a.e. nonzero. See
Subsection 3.2.
• For any derivation that is supported everywhere, there is a full set of deriva-
tions that are linearly independent to it. See Subsection 3.3.
• If µ has rank-m then µ is absolutely continuous with respect to the (m-
dimensional) Lebesgue measure. See Theorem 25.

3.2. If one derivation, then one everywhere.

Theorem 27. Let Sma be a Sierpiński sponge in Rm with a ∈ `∞ \ `m and let
µ = µma be the canonical measure. If Υ(Rm, µ) 6= 0, then there exists δµ ∈ Υ(Rm, µ)
so that the vectorfield δµx = (δµx1, δµx2, . . . , δµxm) is nonzero (and in fact constant)
µ-a.e. on Rm.

The proof proceeds in two steps: (1) finding a candidate for δµ, and then (2)
checking nondegeneracy.

Proof. Fix a nonzero derivation δ ∈ Υ(Rm, µ) with ‖δ‖op ≤ 1. Observe that since
Υ(Rm, µ) 6= 0, the chain rule (Lemma 15) implies that there exists i ∈ {1, . . . ,m}
such that ‖δxi‖L∞ > 0.

Moreover, the set ∂+Sma is a countable union of (m− 1)-dimensional cubes par-
allel to coordinate hyperplanes, so from Remark 6.C.2 it follows that µ(∂+Sma ) = 0.
It therefore suffices to prove the theorem for µ-a.e. point in Sma \ ∂+Sma instead.

Step 1: A candidate operator. Let x0 ∈ Sma \ ∂+Sma be a point of µ-density for
δx with

δx(x0) = (δx1(x0), δx2(x0), . . . , δxn(x0)) 6= 0

and as given in Remark 6.A, let (N n
0 )∞n=1 be the unique sequence of (closed) subsquare

neighborhoods satisfying x0 ∈ N n
0 ∈ C+

n for all n ∈ N.
For each Q ∈ C+

n , let τnQ : Rm → Rm denote the unique translation that maps
N n

0 isometrically onto Q and consider the sequence of operators

δnQ := τnQ# (χNn0 δ)

as well as the derivations δn ∈ Υ(Rm, µ) defined by the action

(28) δnf(x) :=
∑

Q∈C+n

δnQf
(

(τnQ)−1(x)
)
.

Notice that each f ∈ Lip(Sma ) can be expressed as

f =
∑

Q∈C+n

χQ∩Sma f|Q,

and by the locality property, the action of δn gives

δnf =
∑

Q∈C+n

τnQ# (χNn0 δ)(f|Q).

Since τnQ is 1-biLipschitz, the change of variables formula (Corollary 16) implies for
µ-a.e. y ∈ Q with

x = (τnQ)−1(y)
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and for all f ∈ Lip(Sma ) with ‖f‖Lip ≤ 1 that

δnf(y) =
∑

Q∈C+n

τnQ# (χNnδ)f(x) =
∑

Q∈C+n

χNn(x) δ(f ◦ τnQ)(x)

=
∑

Q∈C+n

χQ(y)vf (τnQ(x)) ·DτnQ(x) · δx(x) = vf · δx
(

(τnQ)−1(y)
)
,

and moreover
‖δnf‖L∞ ≤ ‖vf (y)‖L∞‖δx‖L∞ ≤ L(f)‖δx‖L∞ ,

so (δn)∞n=1 is bounded in Υ(Rm, µ) with ‖δn‖op ≤ ‖δ‖op. From Lemma 3 there exists
a subnet (δnα)α∈Λ that converges to an operator

(29) δµ ∈ L(Lipb(S
m
a ), L∞(Rm, µ))

in the weak-star operator topology, that is, in the sense thatˆ
Rm

ϕ δnαf dµ →
ˆ
Rm

ϕ δµf dµ

holds for all ϕ ∈ L1(Rm, µ) and all f ∈ Lipb(S
m
a ). It therefore follows from Theorem

17 that δµ ∈ Υ(Rm, µ).

Step 2: Nondegeneracy. Lastly, for each coordinate direction i ∈ {1, 2, . . . ,m}
and for any µ-density point x ∈ Sma \ ∂+Sma of δµx, let (N n

x )n be the sequence of
subsquare neighborhoods of x as in Remark 6.A, and the Lebesgue differentiation
theorem for Radon measures on Rm guarantees an index n ∈ N so that

(30)
∣∣∣∣δµxi(x)−−

ˆ
Nnx

δµxi dµ

∣∣∣∣ <
ε

3
and

∣∣∣∣∣δxi(x0)−−
ˆ
Nn0

δxi dµ

∣∣∣∣∣ <
ε

3

holds for i = 1, 2, . . . ,m. Since µ is compactly supported, it follows that µ(N n
x )−1χNnx

∈ L1(Rm, µ), so with convex combinations δ̃nj chosen as in Equation (19), there exists
j = j(n, ε) ∈ N satisfying

(31)
∣∣∣∣−
ˆ
Nnx

(δµ − δ̃nj)xi dµ
∣∣∣∣ <

ε

3
.

So by the previous estimates and by Corollary 16, we therefore obtain

|δµxi(x)− δxi(x0)|
(30)
≤
∣∣∣∣−
ˆ
Nnx

(δµxi − δxi(x0)) dµ

∣∣∣∣+
ε

3

(31)
≤
∣∣∣∣−
ˆ
Nnx

(δ̃njxi − δxi(x0)) dµ

∣∣∣∣+
2ε

3

(19)
=

∣∣∣∣∣
∑

l

−
ˆ
Nnx

λnj l
(
δnlxi(z)− δxi(x0)

)
dµ(z)

∣∣∣∣∣+
2ε

3

(28)
=

∣∣∣∣∣
∑

l

λnj l−
ˆ
Nnx

(
τ
nlNxn
# δ)xi((τ

nlNxn )−1(z))− δxi(x0)
)
dµ(z)

∣∣∣∣∣+
2ε

3

Lemma 14
=

∣∣∣∣∣
∑

l

λnj l−
ˆ
Nn0

(δxi − δxi(x0)) dµ

∣∣∣∣∣+
2ε

3

=

∣∣∣∣∣−
ˆ
Nn0

(δxi − δxi(x0)) dµ

∣∣∣∣∣+
2ε

3
≤ ε.
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As ε > 0 was arbitrary, it follows that δµx is µ-a.e. constant, where

δµx = δx(x0). �

Remark 32. We summarise the proof with the following observation: To con-
struct δµ from a density point x0 of µ, it suffices that at every scale l and by enu-
merating the lth order non-middle subsquares of Sma as C+

l = {Qk}k∈N, there is a
partition of Sma into subsets

Ek
n := τnQk(N n

0 ) ∩ Sma

with τnQk as in Step 1 of the above proof and with the following property: the
Lebesgue differentiation theorem holds true at x0 for the sequence of sets En = N n

0 ,
as n→∞. (See Theorem 8.)

This motivates the definition of a Sierpiński-type fractal in the sequel.

3.3. If one derivation everywhere, then a full set everywhere. We begin
with a geometric fact about the canonical measure µ from Remark 6.C.

Lemma 33. For all a ∈ `∞, the identity (T ◦ θ ◦ T−1)#µ
m
a = µma holds for all

Borel sets in Rm, where T is the translation

T (x1, x2, . . . , xm) =

(
x1 +

1

2
, x2 +

1

2
, . . . , xm +

1

2

)

and θ is either one of the reflections Ri,j or Si about hyperplanes (ei−ej)
⊥ or xi = 0,

respectively, for i, j ∈ {1, 2, . . . ,m} with i 6= j; equivalently these isometries are
defined by the following conditions:

(34) Ri,j(ek) =





ej, if k = i,

ei, if k = j,

ek, if k 6= i, j,

or Si(ek) =

{
−ei, if k = i,

ei, if k 6= i.

Proof. By definition, for each step n of the construction in §2.1 the identity

(T ◦ θ ◦ T−1)#µn(Q) = µn(Q)

holds for all Q ∈ C+
n and all n ∈ N. If O is an open set in Rm, then let ε > 0 be given

and take a cover C of O ∩ [0, 1]m by cubes in
⋃
n C+

n with pairwise-disjoint interiors
and so that

µ
(
O \

⋃

Q∈C
Q
)
< ε.

Since (T ◦ θ−1 ◦ T−1)(Q) ∈ C+
n holds whenever Q ∈ C+

n , the desired identity holds
true for all open sets O as ε → 0. The lemma then follows from Borel regularity of
µ. �

Theorem 35. If a ∈ `∞ and Υ(Rm, µma ) 6= 0, then Υ(Rm, µma ) has rank-m.

Proof. Put µ = µma and let δ = δµ be as in Theorem 27, so v := δx is constant and
nonzero µ-a.e. on Rm. By the chain rule (Lemma 15) there exists j ∈ {1, 2, . . . ,m}
so that δxj 6= 0 µ-a.e. as well. By means of pushforwards of δ by reflections Rk,l,
we may assume there exists p ∈ {1, 2, . . . ,m} so that δxj 6= 0 whenever j ≤ p and
δxj = 0 whenever j > p. (In particular, δx1 6= 0.)
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Denote the identity map on Rm by x and define isometries θi = (θi1, . . . , θ
i
m) :

Rm → Rm of a non-self-similar Sierpiński carpet Sma as follows:

(36) θi :=





x, if i = 1,

Si ◦ θi−1, if 2 ≤ i ≤ p

R1,i, if p < i ≤ m;

For example, if p = 3 then in R4 we have

θ4







x1

x2

x3

x4





 =




x4

x2

x3

x1


 and θ3







x1

x2

x3

x4





 = θ2







x1

x2

−x3

x4





 =




x1

−x2

−x3

x4


 .

Moreover, for each i = 2, · · · ,m put

(37) Θi := T ◦ θi ◦ T−1 and δi := Θi
#δ

where T is as in Lemma 33. So by applying that lemma as well as a change of
variables (Lemma 14) each ϕ ∈ Cc(Rm) satisfies

ˆ
Rm

ϕ δixj dµ =

ˆ
Rm

ϕ(Θi
#δ)xj d(Θi

#µ) =

ˆ
Rm

(ϕ ◦Θi)δ(xj ◦Θi) dµ

=

ˆ
Rm

ϕ(δ(xj ◦Θi) ◦ (Θi)−1) dµ

in which case it holds µ-a.e. on Rm that

δixj = δ(xj ◦Θi) ◦ (Θi)−1 =
(
(∇xj ◦Θi)TDΘiδx

)
◦ (Θi)−1 = eTj DΘi(δx ◦ (Θi)−1),

so δix = DΘi
(
δx ◦ (Θi)−1

)
.

By Theorem 27 once again, it holds that

w = δx ◦ (Θ1)−1 = . . . = δx ◦ (Θm)−1

is constant µ-a.e. on Rm, in which case it further holds that

detdx = det
[
DΘ1w|DΘ2w| · · · |DΘpw|DΘp+1w| · · · |DΘmw

]
(38)

= det




δx1 δx1 · · · δx1 0 · · · 0
δx2 −δx2 · · · −δx2 δx2 · · · δx2

...
... . . . ...

... . . . ...
δxp δxp · · · −δxp δxp · · · δxp

0 0 · · · 0 δx1 · · · 0
...

... . . . ...
... . . . ...

0 0 · · · 0 0 · · · δx1
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= (δx1)m−p
(

p∏

i=1

δxi

)
det




1 1 · · · 1 0 · · · 0
1 −1 · · · −1 1 · · · 1
...

... . . . ...
... . . . ...

1 1 · · · −1 1 · · · 1
0 0 · · · 0 1 · · · 0
...

... . . . ...
... . . . ...

0 0 · · · 0 0 · · · 1




= −(−2)p−1(δx1)m−p
(

p∏

i=1

δxi

)

is also constant and nonzero µ-a.e. on Rm. By Lemma 22, it follows that {δi}mi=1 is
a linearly independent set in Υ(Rm, µ). �

The next result includes Theorem 26 as a special case.

Theorem 39. If Sma is a (Sierpiński) sponge with a ∈ `∞ \ `m and with the
canonical measure µma as in Remark 7, then (Sma , µ

m
a ) is differentiably trivial.

Proof. Assume by contradiction that Υ(Rm, µma ) 6= 0 and put µ = µma . By
Theorem 27, there exists δµ ∈ Υ(Rm, µ) so that the vectorfield δµx is nonzero µ-a.e.
on Rm, which means that Υ(Rm, µ) has rank-m, by Theorem 35.

Theorem 25 now applies, so µ is absolutely continuous to the Lebesgue mea-
sure which yields a contradiction. (Indeed, Sma has zero Lebesgue measure whereas
µ(Sma ) > 0). �

4. Sierpiński-type fractals

A careful look to the proof of Theorem 26 reveals that one can actually get the
same result for a larger class of fractals, beyond carpets and sponges. The proof also
works for subsets X ⊂ Rm endowed with the restriction of the Euclidean metric and
a non-zero Radon measure µ with the following geometric properties:
(S0) The set X has m-dimensional Lebesgue measure zero.
(S1) µ is supported on X and µ is doubling on X.
(S2) Tile partitions at all scales : There is a collection of subsets {En}∞n=1 of X so

that

En+1 ⊂ En for each n ∈ N and lim
n→∞

diam(En) = 0

both hold, as well as a finite collection of isometries τnk of Rm, for k ∈ N, so
that the sets Ek

n := τnk(En), called nth-order tiles of X, satisfy

µ(Ek
n ∩ El

n) = 0 and µ(Ek
n) = µ(El

n)

whenever l 6= k, as well as

X =
⋃

k

τnk(En).

Furthermore, there exists c ≥ 1 such that if x ∈
⋂

n

En then

(40) µ(B(x, diam(En))) ≤ cµ(En).
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As an example, for the non-self similar Sierpiński carpets S2
a from §2.1 and

for x0 ∈ S2
a, it suffices to choose the closed square neighborhoods of x0 as

tiles, i.e. En := S2
a ∩ N n

0 , with translations as isometries τnk := τnQk , for an
enumeration of squares C+

n = {Qk}∞k=1 as in Remark 32.
(S3) Isometric invariance for tiles : For each n ∈ N and for i = 2, · · · ,m, there

exist isometries Θi
n of Rm with the following properties: with the tiles (En)∞n=1

of X as before, for each n ∈ N we have

Θi
n(En) = En

and, for some constant C > 0 independent of n, that the m × m matrix
inequality also holds, just as in (38): for every v ∈ Rm, it holds that

∣∣ det
[
v|DΘ2

nv| · · · |DΘm
n v
] ∣∣ ≥ C.

Once again, for Sma the compositions of translations and reflections from Equa-
tions (34)–(37) give an example of such isometries Θi

n := Θi as above.

Remark 41. By combining (S2) and (S3) it follows that every n-th order tile
El
n also enjoys a generalized rotational invariance:

(42)
(
τnk ◦Θi

n ◦ (τnk)−1
)
(Ek

n) = Ek
n.

Definition 43. A subset X = (X, | · |) in Rm equipped with a (non-zero) Radon
measure µ is called a Sierpiński-type fractal if it enjoys the preceding conditions
(S0)–(S3).

4.1. Examples, old and new. As previously announced in the Introduction
(§1.2), examples of Sierpiński-type fractals include earlier well-known constructions,
such as

• self-similar fractals, such as the standard Sierpiński carpet and gasket, Menger
sponges (orm-dimensional Menger continuaM(m, 1)), Cantor dustM(m, 0),
Sierpiński sponges M(m,m− 1), etc;
• their non-self-similar counterparts, such as the carpets Sa from before, with
a ∈ c0 \ `2. Cantor sets in R with ratios a ∈ `∞ \ `1, sponges in R3 with
a ∈ `∞ \ `3, or constructions in other dimensions are similarly defined as in
§2.1.

Figure 2. The 0-skeleton of M0 = Q3 is made up of 8 points so M0
1 consists of the 8 subcubes

containing these points. Iterating this construction on each subcube, we obtain the 3-dimensional
Cantor dust M(3, 0). The 1-skeleton of M0 consists of 12 edges so M1

1 is made up of 12 subcubes.
The iterative construction leads to the Menger sponge M(3, 1). The 2-skeleton of M0 would be 6

square faces and M2
1 would consist of 26 subcubes (i.e. everything except the central subcube). This

construction yields the Sierpiński sponge M(3, 2).
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For the sake of clarity, we recall here the construction of the k-dimensional Menger
continuum in Rm. Take the m-dimensional unit cube M0 = Qm and subdivide it
into 3m congruent subcubes. Let Mk

1 be the union of all the subcubes that meet the
k-skeleton of M0. To get Mk

2 we repeat the construction on each of the cubes that
constitute Mk

1 . The k-dimensional Menger continuum in Rm is M(m, k) =
⋂
iM

k
i .

That said, clearly all these metric spaces have a canonically associated doubling
measure.

Figure 3. At left, the union X1 from E1 = [ 14 ,
1
2 ]× [ 14 ,

1
2 ]; in the center, a translated-and-dilated

copy of E1 ∩X2 from E2 = [ 14 ,
3
10 ]× [ 14 ,

3
10 ], by a dilation factor of 4; at right, the union X2.

Remark 44. A close look at Definition 43 suggests that more general, even ran-
dom, examples of Sierpiński-type fractals are possible. Indeed, Condition (S3) allows
the ‘rotations’ Θi

n to depend on the tile En at scale rn := diam(En)—or more accu-
rately, on the union of tiles Xn :=

⋃
lE

l
n. Condition (S2) does not require, moreover,

that unions Xn and Xn+1 be geometrically (or even topologically) equivalent.
As one example, consider the following configuration, where at odd-numbered

scales, corner subsquares are removed, while at even-numbered scales, square annuli
are removed.

Theorem 45. Sierpiński-type fractals are differentiably trivial.

Proof. The proof follows the same scheme as that of Theorem 26. We indicate
only where conditions (S0)–(S3) play a role. First we prove that if we have one
derivation, then we have one everywhere. As done in Theorem 27, by the aid of the
partition at all scales provided in (S2), we can “copy and paste” the derivation µ-a.e.
on En to El

n, for any l, which will produce candidate operators as in Equations (28)
and (29). Theorem 17 then applies, so the limit operator must be a derivation too.

The key point in order to guarantee the nondegeneracy of this derivation is to
be able to apply Lebesgue differentiation theorem at µ-a.e. point. For this purpose,
we use the sets {En}∞n=1 that satisfy property (40) as a neighborhood basis of µ-a.e
point.

As done in Subsection 3.3, the next thing to do is to prove that if one derivation
exists everywhere, then m of them exist everywhere. In this case we can combine
the isometries in (S2) and (S3) to produce m linearly independent derivations in
Υ(Rm, µ) satisfying (42); see Remark 41.

To finish, because µ enjoys condition (S0), Theorem 25 applies. So if µ has rank-
m then µ is absolutely continuous with respect to the (m-dimensional) Lebesgue
measure. �

We now indicate the sharpness of each hypothesis from Theorem 45:

(1) Zero area: By the classical Rademacher theorem, Lipschitz functions are a.e.
differentiable with respect to Lebesgue measure, so the partial derivatives
of every Lipschitz function are well-defined a.e. on any positive Lebesgue
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measured set A ⊂ Rm. A variant of Weaver’s argument [16] then shows that
each partial differential operator determines a derivation on (A, | · |,Hm).

(2) Doubling measure: Let {q1, q2, . . .} be an enumeration of Q, and consider
a sum of point masses at each rational number: ν =

∑∞
i=1 δqi . Let X =

Q × [0, 1] ∪ [0, 1] × Q and let µ = ν ⊗ H1 + H1 ⊗ ν. Note that µ is not
locally finite, hence not doubling, yet the partial differential operators ∂

∂x
, ∂
∂y

are derivations with respect to µ.
(3) Tile partitions at all scales : Consider the middle thirds Cantor set C in R

endowed with the measure Hα, where α := log 2
log 3

. Put X = C × [0, 1] and
µ := Hα ⊗H1. With the rotation Θ(x, y) = (−y, x), consider the measure

ν := µ+ Θ#µ

on Y := X ∪Θ(X). We note that the derivation

δ := χΘ(X)
∂

∂x
+ χX

∂

∂y

is a nonzero rotationally invariant derivation on (Y, | · |, ν).
(4) Isometric invariance for tiles : Consider the middle thirds Cantor set C in R,

put X = C × [0, 1] and α := log 2
log 3

and µ := Hα⊗H1. Combined with Fubini’s
theorem, an integration-by-parts argument shows that ∂

∂y
∈ Υ(R2, µ).

5. Appendix: Canonical measures on fractals

We now prove item (C.1) of Remark 6:

Proof of uniqueness of µ for Sa. Let µ and µ′ be any two sublimits of the
sequence of measures {µn}, with associated sequences of scales nk, n′k ∈ N so that
qnk → 0 and qn′k → 0.

Let m ∈ N and Q ∈ C+
m be arbitrary. If k ∈ N satisfies min(nk, nk′) ≥ m, then

by the construction of the measures µn, we have

(46) µm(Q) = µm+1(Q) = · · · = µnk(Q)

and since each µnk � H2, we also have

µm(int(Q)) = µm(Q \ ∂Q) = · · · = µnk(Q \ ∂Q) = µnk(int(Q)).

So by semi-continuity of measures, we obtain

µ(Q) ≤ lim inf
k→∞

µnk(Q) = µm(Q) = µm(int(Q)) = lim sup
k→∞

µnk(int(Q)) ≤ µ(int(Q))

and by Property (C2), it follows that µ(Q) = µm(Q). Similarly, (46) also holds for
µn′k , so the same argument gives µ′(Q) = µm(Q) and hence

µ(Q) = µ′(Q)

holds true for all Q ∈ C+
m and all m ∈ N.

Note that every open ball B in R2 is a countable, pairwise-disjoint union of
cubes in

⋃∞
k=1 Ck, so the previous identity implies that µ(B) = µ′(B). Using the

Vitali covering theorem, it is therefore easy to see that µ(O) = µ′(O) then holds true
for all open sets O in R2 and therefore all Borel sets.

This shows that all weak-star sublimits of {µn}∞n=1 are equal, regardless of the
subsequences of scales chosen. Since there always exists at least one sublimit (by
weak-star compactness) it follows that {µn} has a unique weak-star limit. �
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