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Abstract. Let (X , d, µ) be a metric measure space of homogeneous type and p(·) : X → (0, 1]

a variable exponent function satisfying the globally log-Hölder continuous condition. Assume that

L is a one-to-one operator of type ω on L2(X ), with ω ∈ [0, π/2), which has a bounded holomorphic

functional calculus, and whose heat kernel satisfies the Davies–Gaffney estimates. In this article, the

authors introduce the variable Hardy space H
p(·)
L (X ) associated with L. Then the authors establish

the molecular characterization of Hp(·)
L (X ) via the atomic decomposition of variable tent spaces and

show that the dual space of Hp(·)
L (X ) is the BMO-type space BMOp(·),L∗(X ), where L∗ denotes the

adjoint operator of L on L2(X ). In particular, if L is a non-negative self-adjoint operator whose

heat kernel has a Gaussian upper bound, the authors then obtain the non-tangential and the radial

maximal function characterizations of Hp(·)
L (X ) via establishing its atomic characterization.

1. Introduction

Let p(·) : Rn → (0,∞) be a measurable function. The variable Lebesgue space
Lp(·)(Rn) is defined to be the space of all measurable functions f on Rn such that,
for some λ ∈ (0,∞),

(1.1)

ˆ

Rn

[ |f(x)|
λ

]p(x)
dx <∞.

In particular, if p(·) ≡ p is a positive constant, then Lp(·)(Rn) is just the classical
Lebesgue space Lp(Rn). The study of variable Lebesgue spaces originated from Or-
licz [49] in 1931. Then it was further developed by Nakano [47, 48] and Kováčik
and Rákosník [42]. Nowadays the interest in variable function spaces has increased
steadily and these variable function spaces have been widely used in harmonic analysis
as well as partial differential equations; see, for example, [1, 16, 17, 18, 22, 23, 33, 52].
The study of variable Lebesgue spaces on a (quasi-)metric measure space X seemingly
appeared initially in [34], where, under the assumption that X is bounded with a
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doubling measure and p(·) is locally log-Hölder continuous, Harjulehto et al. studied
the boundedness of the Hardy–Littlewood maximal function M on Lp(·)(X ). Then
there has been a lot of attention paid to the study of the boundedness of operators
on variable Lebesgue spaces over metric measure spaces. More precisely, Gorosito et
al. [29] investigated the boundedness of the fractional integral operators on weighted
variable Lebesgue spaces with non-doubling measures and, in [41], Kokilashvili and
Samko established the boundedness of the Hardy–Littlewood maximal operator on
variable Lebesgue spaces over metric measure spaces. Moreover, in [32], Hajibayov
and Samko considered the generalized potential operators in variable Lebesgue spaces
on bounded quasi-metric measure spaces equipped with doubling measures satisfying
the so-called Ahlfors N -regular condition and, recently, Adamowicz et al. [2] studied
the Hardy–Littlewood maximal operator M on Lp(·)(X ) when X is an unbounded
quasi-metric measure space with a doubling measure and p(·) is log-Hölder continu-
ous.

On the other hand, the theory of classical real Hardy spaces Hp(Rn) was first
introduced by Stein and Weiss [57] in the early 1960s, and then was systematically de-
veloped by Fefferman and Stein [27]. It is well known that the Hardy space Hp(Rn)
is a suitable substitute of the Lebesgue space Lp(Rn) for any p ∈ (0, 1]. When
p ∈ (0, 1], many well-known operators from harmonic analysis, such as Hilbert and
Riesz transforms, are bounded on Hp(Rn), but not on Lp(Rn). As a generaliza-
tion of classical Hardy spaces, Nakai and Sawano [45] introduced variable Hardy
spaces Hp(·)(Rn), established their atomic characterizations and investigated their
dual spaces. Independently, Cruz-Uribe and Wang [19] also studied the variable
Hardy spaces Hp(·)(Rn) with p(·) satisfying some conditions slightly weaker than
those used in [45]. Recently, Yang et al. [62, 67] established equivalent characteriza-
tions of variable Hardy spaces via Riesz transforms and intrinsic square functions. A
complete real-variable theory of variable Hardy spaces over an RD-space (any metric
measure space satisfying both the doubling and the reverse doubling conditions) was
also established by Zhuo et al. [65]. Notice that Hp(Rn) is essentially associated with
the Laplace operator

∆ :=
n∑

j=1

∂2

∂x2j

(see, for example, [26]). In recent years, there has been a lot of attention paid to
the study of Hardy spaces associated with different operators, which has been a very
active research topic in harmonic analysis; see, for example, [5, 8, 25, 26, 35, 36,
37, 38, 39, 55, 59]. In particular, Yang and Zhuo [61] introduced variable Hardy

spaces H
p(·)
L (Rn) associated with operators L on Rn, where p(·) : Rn → (0, 1] is

a variable exponent function satisfying the globally log-Hölder continuous condition
and L is a linear operator on L2(Rn) which generates an analytic semigroup {e−tL}t≥0

with kernels having pointwise upper bounds. As a generalization of [61], Yang et

al. [60] further studied variable Hardy spaces H
p(·)
L (Rn) associated with operator

L which satisfies the Davies–Gaffney estimates. The notion of the Davies–Gaffney
estimates (or the so-called L2 off-diagonal estimates) of the semigroup {e−tL}t>0 was
first introduced by Gaffney [28] and Davies [21], which serves as good substitutes
of the Gaussian upper bound of the associated heat kernel; see also [7] and the
related references therein. These estimates are fundamental in many applications of
semigroups. For example, they are the main technical tool (for the resolvent instead
of the semigroup) in the proof of the Kato square root problem (see [6]).
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Very recently, under the assumptions that L is a non-negative self-adjoint op-
erator whose heat kernel having a Gaussian upper bound, Song and Yan [55] es-
tablished a characterization of the Hardy space Hp

L(R
n) for any p ∈ (0, 1] via the

non-tangential maximal function associated with the heat semigroup {e−tL}t>0 based
on a subtle modification of the technique due to Calderón [9]. Furthermore, Song
and Yan [56] generalized the results of [55] to metric measure spaces of homogeneous
type; see [63, 66] for more generalizations of [55]. In particular, Zhuo and Yang [66]
established the atomic and the several maximal function characterizations of variable
Hardy spaces H

p(·)
L (Rn).

To continue the study of [60, 66, 56], in this article, we investigate the Hardy

space H
p(·)
L (X ) associated with a one-to-one operator L of type ω in L2(X ), with ω ∈

[0, π/2), which has a bounded holomorphic functional calculus and satisfies Davies–
Gaffney estimates (see Assumptions 2.6 and 2.7 below) on a metric measure space
(X , d, µ) of homogeneous type. In general, an operator L satisfying Assumptions 2.6
and 2.7 is not necessarily non-negative self-adjoint. Notice that the “non-negative self-
adjoint" assumption plays an important role in the known work (see, for example,
[35, 39, 55, 56, 66]). This leads to that L has the finite speed propagation property
for solutions of the corresponding wave equation (see, for example, [35]), which allows
one to characterize the Hardy spaces via atoms. Therefore, without the “non-negative

self-adjoint” assumption, it requires us to characterize the Hardy spaces H
p(·)
L (X ) via

molecules instead of atoms (see Theorem 3.3 below) in this article. In Section 4,

we study the dual space of H
p(·)
L (X ). We point out that, although, in [60], Yang et

al. also investigated the dual space of H
p(·)
L (Rn), there are some methods which only

work on Rn not on a metric measure space of homogeneous type. For example, in the

arguments used in [60, Remark 4.6] to obtain the duality of Hardy spaces H
p(·)
L (Rn),

we can cover the annulus (2jB) \ (2j−1B), with j ∈ N, by approximately 2jn balls
of radius rB. In general, this is not true in the case of metric measure spaces of
homogeneous type. To overcome this difficulty, we make use of the property that the
metric measure space X has a dyadic grid analogous to that of Rn, which is due to
Christ [11, Theorem 11] (see also Lemma 4.6 below).

Comparing the function spaces with constant exponents, we would like to point
out that a main difficulty appearing in the study of variable function spaces ex-
ists in that the quasi-norm ‖ · ‖Lp(·)(X ) has no explicit and direct expression, which
makes some estimates become very complicated. To overcome this difficulty, we make
use of the boundedness of the Hardy–Littlewood maximal operator on Lp(·)(X ) (see
Lemmas 2.2 and 2.3 below) and borrow some ideas from the proof of [65, Proposi-
tion 2.11] (which was essentially proved by Sawano [53, Lemma 4.1] and is restated
as Lemma 2.4 below). The role of Lemma 2.4 is to reduce some estimates in terms
of Lp(·)(X ) norms of some series of functions into some estimates in terms of Lq(X )
norms of some functions.

This article is organized as follows.
In Section 2, we first recall the notion of the variable Lebesgue space on a metric

measure space of homogeneous type. Then we describe Assumptions 2.6 and 2.7
imposed on the operator L considered in this article and introduce the definition of the

variable Hardy space H
p(·)
L (X ) in terms of the square function of the heat semigroup

generated by L. Finally, we recall some notions and notation on the variable tent
spaces T p(·)(X+) on X+ := X × [0, ∞) and establish the atomic decomposition of
T p(·)(X+) (see Proposition 2.13 below).
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In Section 3, we establish the molecular characterization of H
p(·)
L (X ) (see Theo-

rem 3.3 below). Following the strategy that used in the proof of [60, Propositions 3.10
and 3.12], we prove Theorem 3.3 by means of the atomic decomposition of the tent
space T p(·)(X+). The proof of Theorem 3.3 also relies on Lemmas 2.2 and 2.4 below.

In Section 4, we introduce the variable BMO-type space BMOp(·), L∗(X ) and show

that the dual space of H
p(·)
L (X ) is BMOp(·), L∗(X ) (see Theorem 4.9 below), where L∗

denotes the adjoint operator of L on L2(X ). The proof of Theorem 4.9 is based on
an argument used in the proofs of [36, Theorems 8.2 and 8.6] and [39, Theorem 4.1]
with some ingenious modifications on the case of variable exponents. For example,
it is difficult to compare ‖χB(x,r)‖Lp(·)(X ) with ‖χB(y,r)‖Lp(·)(X ) directly, where B(x, r)
and B(y, t) denote two balls of X with x, y ∈ X and r ∈ (0, ∞). To overcome this
difficulty, we make full use of Lemma 2.2 below and establish a relationship between
two quasi-norms ‖ · ‖Lp(·)(X ), respectively, corresponding to two different balls (see
Remark 4.8 below for more details).

In Section 5, if L is a non-negative self-adjoint operator whose heat kernel has
a Gaussian upper bound, we establish the non-tangential and the radial maximal

function characterizations of H
p(·)
L (X ) (see Theorem 5.7 below). The proof of The-

orem 5.7 is based on the atomic characterization of H
p(·)
L (X ) (see Proposition 5.12

below) and some known results from Song and Yan [56].
We end this section by making some conventions on notation. In this article,

we always let (X , d, µ) be a metric measure space of homogeneous type. For any
p ∈ (0, ∞) and any measurable subset E of X , let Lp(E) be the set of all measurable
functions f on X such that

‖f‖Lp(E) :=

[
ˆ

E

|f(x)|p dµ(x)
]1/p

<∞.

We denote by C a positive constant which is independent of the main parameters,
but it may vary from line to line. We also use C(α,β,...) to denote a positive constant
depending on the parameters α, β, . . .. The symbol f . g means that f ≤ Cg. If
f . g and g . f , we then write f ∼ g. Let N := {1, 2, . . .} and Z+ := N ∪ {0}.
For any α ∈ (0, ∞) and x ∈ X , denote by Γα(x) the cone of aperture α with vertex
x ∈ X , namely,

(1.2) Γα(x) := {(y, t) ∈ X × (0, ∞) : d(x, y) < αt}.
If α = 1, we simply write Γ(x) instead of Γα(x). For any ball

B := B(xB, rB) := {y ∈ X : d(x, y) < rB} ⊂ X
with xB ∈ X and rB ∈ (0,∞), α ∈ (0,∞) and j ∈ N, we let αB := B(xB, αrB),

U0(B) := B and Uj(B) := (2jB) \ (2j−1B).(1.3)

For any subsets E, F ⊂ X , let

dist(E, F ) := inf{d(x, y) : x ∈ E, y ∈ F}.
For any p ∈ [1,∞], p′ denotes its conjugate number, namely, 1/p+ 1/p′ = 1.

2. Preliminaries

In this section, we first recall the definition of metric measure spaces of homoge-
neous type. Then we describe two assumptions imposed on the operator L studied
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in this article. Finally, we introduce the variable Hardy spaces H
p(·)
L (X ) associated

with L.
Let (X , d) be a metric space equipped with a non-negative doubling Borel mea-

sure µ. In what follows, for any x ∈ X and r ∈ (0, ∞), denote by

V (x, r) := µ(B(x, r)),

the volume of the open ball B(x, r). Recall that a measure µ is said to be doubling
if there exists a positive constant C such that, for any x ∈ X and r ∈ (0, ∞),

(2.1) V (x, 2r) ≤ CV (x, r).

Then the triple (X , d, µ) is called a metric measure space of homogeneous type in the
sense of Coifman and Weiss [12, 13]. From the doubling property (2.1), we deduce
that there exist positive constants C and D such that, for any λ ∈ [1, ∞), x ∈ X
and r ∈ (0, ∞),

(2.2) V (x, λr) ≤ CλDV (x, r).

There also exists a positive constant C such that, for any x, y ∈ X and r ∈ (0, ∞),

(2.3) V (y, r) ≤ C

[
1 +

d(x, y)

r

]D
V (x, r).

Indeed, property (2.3) is a direct consequence of the triangle inequality of the metric
d and the strong homogeneity (2.2).

2.1. Variable Lebesgue spaces. Let (X , d, µ) be a metric measure space
of homogeneous type. Define P(X ) to be the set of all the measurable functions
p(·) : X → (0, ∞) satisfying

(2.4) p− := ess infx∈X p(x) > 0 and p+ := ess supx∈X p(x) <∞.

Then a function p(·) ∈ P(X ) is called a variable function on X .
For any p(·) ∈ P(X ), the variable Lebesgue space Lp(·)(X ) is defined to be the

space of all measurable functions f satisfying (1.1) for some λ ∈ (0, ∞), equipped
with the Luxemburg (quasi-)norm

(2.5) ‖f‖Lp(·)(X ) := inf

{
λ ∈ (0, ∞) :

ˆ

X

[ |f(x)|
λ

]p(x)
dµ(x) ≤ 1

}
.

For more properties of the variable Lebesgue spaces, we refer the reader to [17, 23].

Remark 2.1. Let p(·) ∈ P(X ).

(i) For any λ ∈ C and f ∈ Lp(·)(X ), ‖λf‖Lp(·)(X ) = |λ|‖f‖Lp(·)(X ). In particular,

if p− ∈ [1, ∞), then ‖ · ‖Lp(·)(X ) is a norm, namely, for any f, g ∈ Lp(·)(X ),

‖f + g‖Lp(·)(X ) ≤ ‖f‖Lp(·)(X ) + ‖g‖Lp(·)(X ).

(ii) If p(·) ≡ p ∈ (0, ∞) is a constant exponent, we find that Lp(·)(X ) is just the
classical Lebesgue space Lp(X ), which is defined to be the set of all measurable
functions f on (X , d, µ) such that

‖f‖Lp(X ) :=

[
ˆ

X
|f(x)|p dµ(x)

]1/p
<∞.

(iii) By (2.5), it is easy to see that, for any f ∈ Lp(·)(X ) and s ∈ (0, ∞),

‖|f |s‖Lp(·)(X ) = ‖f‖sLsp(·)(X ).
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(iv) Let p− ∈ (1, ∞). Then, by [34, p. 90], we find that, for any f ∈ Lp(·)(X ) and
g ∈ Lp

∗(·)(X ),
ˆ

X
|f(x)g(x)| dµ(x) ≤ 2‖f‖Lp(·)(X )‖g‖Lp∗(·)(X ),

here and hereafter, p∗(·) denotes the dual variable exponent of p(·), which is
defined by setting, for any x ∈ X ,

1

p(x)
+

1

p∗(x)
= 1.

(v) Let p− ∈ (1, ∞). Then, by [65, Lemma 2.9] (see also [17, Theorem 2.34] and
[23, Corollary 3.2.14]), we know that, for any f ∈ Lp(·)(X ),

1

2
‖f‖Lp(·)(X ) ≤ sup

{g∈Lp∗(·)(X ) : ‖g‖
Lp∗(·)(X)

≤1}

ˆ

X
|f(x)g(x)| dµ(x) ≤ 2‖f‖Lp(·)(X ).

(vi) By an argument similar to that used in the proof of [17, Proposition 2.21],
we find that, for any non-trivial function f ∈ Lp(·)(X ),

ˆ

X

[ |f(x)|
‖f‖Lp(·)(X )

]p(x)
dx = 1.

Recall that a variable function p(·) ∈ P(X ) is said to be locally log-Hölder con-
tinuous if there exists a positive constant clog such that, for any x, y ∈ X ,

(2.6) |p(x)− p(y)| ≤ clog
log(e+ 1/d(x, y))

,

and that p(·) is said to satisfy the log-Hölder decay condition with the basepoint
x0 ∈ X if there exist some p∞ ∈ R and a positive constant c∞ such that, for any
x ∈ X ,

(2.7) |p(x)− p∞| ≤ c∞
log(e+ d(x, x0))

.

We say that p(·) is log-Hölder continuous, denoted by p(·) ∈ C log(X ), if p(·) satisfies
both (2.6) and (2.7). By [65, Remark 2.4], we know that p(·) ∈ C log(X ) is equivalent
to that p∗(·) ∈ C log(X ). In what follows, we always fix the basepoint x0 ∈ X , which
plays the same role as the origin of Rn does.

Recall that the central Hardy–Littlewood maximal operator M is defined by set-
ting, for all f ∈ L1

loc(X ) and x ∈ X ,

(2.8) M(f)(x) := sup
r∈(0,∞)

1

V (x, r)

ˆ

B(x, r)

|f(y)| dµ(y).

The following lemma establishes the boundedness of M on Lp(·)(X ), which is just
[2, Corollary 1.8] (see also [34, Theorem 4.3]).

Lemma 2.2. [2] Let p(·) ∈ C log(X ) with 1 < p− ≤ p+ < ∞. Then there exists
a positive constant C such that, for any f ∈ Lp(·)(X ),

‖M(f)‖Lp(·)(X ) ≤ C‖f‖Lp(·)(X ).

The following Fefferman–Stein vector-valued inequality of M on Lp(·)(X ) is just
[65, Theorem 2.7].
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Lemma 2.3. [65] Let p(·) ∈ C log(X ) with 1 < p− ≤ p+ < ∞. Then, for any
given q ∈ (1, ∞], there exists a positive constant C such that, for any sequence
{fj}j∈N of measurable functions, it holds true that

∥∥∥∥∥∥

{ ∞∑

j=1

[M(fj)]
q

} 1
q

∥∥∥∥∥∥
Lp(·)(X )

≤ C

∥∥∥∥∥∥

[ ∞∑

j=1

|fj|q
] 1

q

∥∥∥∥∥∥
Lp(·)(X )

,(2.9)

where, when q = ∞, it is understood that (2.9) means
∥∥∥∥sup
j∈N

M(fj)

∥∥∥∥
Lp(·)(X )

≤ C

∥∥∥∥sup
j∈N

|fj|
∥∥∥∥
Lp(·)(X )

.

If p(·) ≡ p ∈ (1, ∞) is a constant exponent, the conclusion of Lemma 2.3 was
proved in [30, Theorem 1.2].

The following lemma is a slight variant of [65, Proposition 2.11], which plays a
key role in the proofs of the main results of this article.

Lemma 2.4. Let κ ∈ [1, ∞), p(·) ∈ C log(X ), p := min{p−, 1} and q ∈ [1, ∞] ∩
(p+, ∞], where p− and p+ are as in (2.4). Then there exists a positive constant
C such that, for any sequence {Bj}j∈N of balls in X , {λj}j∈N ⊂ C and functions
{aj}j∈N satisfying that, for any j ∈ N, supp aj ⊂ κBj and ‖aj‖Lq(X ) ≤ [µ(Bj)]

1/q,
∥∥∥∥∥∥

( ∞∑

j=1

|λjaj|p
) 1

p

∥∥∥∥∥∥
Lp(·)(X )

≤ Cκ
D( 1

p
− 1

q
)

∥∥∥∥∥∥

( ∞∑

j=1

|λjχBj
|p
) 1

p

∥∥∥∥∥∥
Lp(·)(X )

.(2.10)

Proof. From (iii) and (v) of Remark 2.1, we deduce that there exists a function

g ∈ L
(p(·)

p
)∗
(X ) with ‖g‖

L
(
p(·)
p )∗

(X )
≤ 1 such that

∥∥∥∥∥∥

( ∞∑

j=1

|λjaj|p
) 1

p

∥∥∥∥∥∥
Lp(·)(X )

=

∥∥∥∥∥
∞∑

j=1

|λjaj |p
∥∥∥∥∥

1
p

L
p(·)
p (X )

(2.11)

.

[
ˆ

X

∞∑

j=1

|λjaj|p|g(x)| dµ(x)
]1

p

.

Since p := min{p−, 1} and q ∈ [1, ∞] ∩ (p+, ∞), it follows that q > p. Moreover, by
the Hölder inequality, (2.2) and Lemma 2.1(iv), we find that

ˆ

X

∞∑

j=1

|λjaj |p|g(x)| dµ(x)

≤
∞∑

j=1

|λj |p
[
ˆ

κBj

|aj(x)|q dµ(x)
]p/q [

ˆ

κBj

|g(x)|(
q
p
)′
dµ(x)

]1−p/q

≤
∞∑

j=1

|λj |p[µ(Bj)]
p/q[µ(κBj)]

1−p/q

[
1

µ(κBj)

ˆ

κBj

|g(x)|(
q
p
)′
dµ(x)

]1−p/q

.
∞∑

j=1

|λj |pµ(Bj)κ
D(1−p/q)

[
inf
x∈Bj

M
(
|g|(

q
p
)′
)
(x)

]1/( q
p
)′
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. κD(1−p/q)
ˆ

X

∞∑

j=1

|λj|pχBj
(x)
[
M
(
|g|(

q
p
)′
)
(x)
]1/( q

p
)′

dµ(x)

. κD(1−p/q)

∥∥∥∥∥
∞∑

j=1

∣∣λjχBj

∣∣p
∥∥∥∥∥
L

p(·)
p (X )

∥∥∥∥
[
M
(
|g|(

q
p
)′
)]1/( q

p
)′
∥∥∥∥
L
(
p(·)
p )∗

(X )

.

By this, (2.11), the fact that
(
q

p

)′
<

{(
p(·)
p

)∗}

−
⇐⇒ q

p
>
p+
p

⇐⇒ q > p+,

Remark 2.1(iii) and Lemma 2.2, we obtain (2.10), which completes the proof of
Lemma 2.4. �

Remark 2.5. In particular, if κ = 1, Lemma 2.4 is just [65, Proposition 2.11].
Moreover, if (X , d, µ) := (Rn, | · |, dx) is the classical Euclidean space, then κ = 1
and hence the conclusion of Lemma 2.4 was proved by Sawano in [53, Lemma 4.1]
(see also [45, Theorem 4.6] of Nakai and Sawano).

2.2. Two assumptions on the considered operator L. We first recall some
knowledge about bounded holomorphic functional calculi introduced by McIntosh
[44] (see also [3]).

For any ω ∈ [0, π), the closed and open ω sectors, Sω and S0
ω, are defined,

respectively, by setting

Sω := {z ∈ C : | arg z| ≤ ω} ∪ {(0, 0)} and S0
ω := {z ∈ C \ {(0, 0)} : | arg z| < ω}.

Let (X , d, µ) be a space of homogeneous type. A closed and densely defined operator
L on L2(X ) is said to be of type ω if

(i) σ(L) ⊂ Sω, where σ(L) denotes the spectrum of L,
(ii) for any θ ∈ (ω, π), there exists a positive constant C(θ) such that, for any

z ∈ C \ Sθ,
(2.12) |z|‖(zI − L)−1‖L(L2(X )) ≤ C(θ).

Here and hereafter, L(L2(X )) denotes the set of all continuous linear operators
from L2(X ) to itself and, for any T ∈ L(L2(X )), its operator norm is denoted by
‖T‖L(L2(X )).

For any µ ∈ (0, π), define

H∞(S0
µ) := {f : S0

µ → C is holomorphic and ‖f‖L∞(S0
µ)
<∞}

and

Ψ(S0
µ) :=

{
f ∈ H∞(S0

µ) : ∃α, C ∈ (0, ∞) such that |f(z)| ≤ C|z|α
1 + |z|2α , ∀z ∈ S0

µ

}
.

Let ω ∈ [0, π) and L be a one-to-one operator of type ω on L2(X ). For any
ψ ∈ Ψ(S0

µ) with µ ∈ (ω, π), the operator ψ(L) ∈ L(L2(X )) is defined by setting

(2.13) ψ(L) :=

ˆ

γ

ψ(ξ)(ξI − L)−1 dξ,

where γ := {reiν : r ∈ (0, ∞)} ∪ {re−iν : r ∈ (0, ∞)}, for any given ν ∈ (ω, µ),
is a curve consisting of two rays parameterized anti-clockwise. By (2.12) and [3,
Lecture 2], we know that the integral in (2.13) is absolutely convergent in L2(X ) and
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the definition of ψ(L) is independent of the choice of ν ∈ (ω, µ). Moreover, it is
well known that the above holomorphic functional calculus defined on Ψ(S0

µ) can be

extended to H∞(S0
µ) by a limiting procedure (see [44]). Let 0 ≤ ω < µ < π. Recall

that the operator L is said to have a bounded holomorphic functional calculus on
L2(X ) if there exists a positive constant C(µ,ω), depending on µ and ω, such that, for
any ψ ∈ H∞(S0

µ),

(2.14) ‖ψ(L)‖L(L2(X )) ≤ C(µ,ω)‖ψ‖L∞(S0
µ).

By [3, Theorem F], we know that, if (2.14) holds true for some µ ∈ (ω, π), then it also
holds true for all µ ∈ (ω, π). As was pointed out in [5, Lecture 4], operators, which
have bounded holomorphic functional calculi, include positive self-adjoint operators
and maximal accretive operators on L2(X ).

Let L be a one-to-one operator of type ω in L2(X ) with ω ∈ [0, π/2). Then it
follows from [50, Theorem 1.45] that L generates a bounded holomorphic semigroup
{e−zL}z∈S0

π/2−ω
on the open sector S0

π/2−ω.

We now make the following two assumptions on the operator L, which are used
through the whole article.

Assumption 2.6. L is a one-to-one operator of type ω in L2(X ), with ω ∈
[0, π/2), and has a bounded holomorphic functional calculus on L2(X ).

Assumption 2.7. The semigroup {e−tL}t>0 generated by L satisfies the Davies–
Gaffney estimates, namely, there exist positive constants C and c such that, for any
closed subsets E and F of X and f ∈ L2(X ) with supp f ⊂ E,

∥∥e−tL(f)
∥∥
L2(F )

≤ Ce−c
[dist(E,F )]2

t ‖f‖L2(E).(2.15)

Examples of operators which satisfy Assumptions 2.6 and 2.7 include second
order divergence form elliptic operators on Rn, (magnetic) Schrödinger operators
with non-negative potentials on Rn and Laplace-Beltrami operators on all complete
Riemannian manifolds; see, for example, [36, 20, 28].

Remark 2.8. (i) Let L satisfy Assumptions 2.6 and 2.7, and L∗ be the adjoint
operator of L on L2(X ). Then, by [40, Theorems 5.30 and 6.22 of Chapter Three],
L∗ is also a one-to-one operator of type ω on L2(X ). From [31, Lemma 2.6.2], it
follows that, for any k ∈ Z+ and t ∈ (0, ∞), [(tL)ke−tL]∗ = (tL∗)ke−tL

∗

. Notice that
the semigroup e−zL is holomorphic in S0

π/2−ω. From this, Assumption 2.7 and an

argument similar to that used in the proof of [35, Proposition 3.1], we deduce that,
for any k ∈ Z+, the family {(tL)ke−tL}t>0 of operators also satisfies the Davies–
Gaffney estimates (2.15).

(ii) We point out that the assumption that L is one-to-one is necessary for the
bounded holomorphic functional calculus on L2(X ) (see [44, 3]). By [15, Theo-
rem 2.3], we further know that, if T is a one-to-one operator of type ω on L2(X ),
then T has dense domain and dense range.

Assume that the operator L satisfies Assumptions 2.6 and 2.7. For any k ∈ N,
the square function SL, k associated with L is defined by setting, for any f ∈ L2(X )
and x ∈ X ,

SL, k(f)(x) :=

[
ˆ ∞

0

ˆ

B(x, t)

∣∣∣(t2L)ke−t2L(f)(y)
∣∣∣
2 dµ(y) dt

V (x, t)t

]1/2
.

In particular, when k = 1, we write SL instead of SL, k.
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We observe that, for any k ∈ N, SL, k is bounded on L2(X ). Indeed, from the
Fubini theorem, (2.3) and [3, Theorem F], we deduce that, for any f ∈ L2(X ),

‖SL, k(f)‖2L2(X ) =

ˆ

X

ˆ ∞

0

ˆ

B(x, t)

∣∣∣(t2L)ke−t2L(f)(y)
∣∣∣
2 dµ(y) dt

V (x, t)t
dµ(x)

.

ˆ ∞

0

ˆ

X

∣∣∣(t2L)ke−t2L(f)(y)
∣∣∣
2

dµ(y)
dt

t
. ‖f‖2L2(X ),

(2.16)

where the implicit positive constant is independent of f .
We now introduce the variable Hardy spaces associated with the operator L.

Definition 2.9. Let p(·) ∈ C log(X ) satisfy p+ ∈ (0, 1] and L be an operator

satisfying Assumptions 2.6 and 2.7. The variable Hardy space H
p(·)
L (X ) is defined to

be the completion of the space
{
f ∈ L2(X ) : ‖SL(f)‖Lp(·)(X ) <∞

}

with respect to the quasi-norm

‖f‖
H

p(·)
L (X )

:= ‖SL(f)‖Lp(·)(X ) = inf

{
λ ∈ (0, ∞) :

ˆ

X

[
SL(f)(x)

λ

]p(x)
dµ(x) ≤ 1

}
.

Remark 2.10. (i) In particular, when p(·) ≡ p ∈ (0, 1] is a constant, H
p(·)
L (X )

was introduced in [8] as a special case and also studied in [24].
(ii) If (X , d, µ) := (Rn, | · |, dx) is the classical Euclidean space, the variable

Hardy space H
p(·)
L (X ) was studied in [60].

2.3. Variable tent spaces. In this subsection, we first introduce some no-
tions and notation on variable tent spaces T p(·)(X+). Then we establish an atomic
decomposition of T p(·)(X+). Here and hereafter, we always let X+ := X × (0, ∞).

Definition 2.11. Let p(·) ∈ P(X ). The variable tent space T p(·)(X+) is defined
to be the space of all measurable functions f such that ‖f‖T p(·)(X+) := ‖A(f)‖Lp(·)(X ) <
∞, where, for any x ∈ X ,

A(f)(x) :=

[
ˆ ∞

0

ˆ

B(x, t)

|f(y, t)|2 dµ(y) dt
V (x, t) t

]1/2
.

In particular, if p(·) ≡ p ∈ (0, ∞) is a constant exponent, we simply write T p(X+)
instead of T p(·)(X+). We point out that the tent space T p(X+) was studied in [4].

The following lemma is just [4, Proposition 3.10].

Lemma 2.12. [4] Let p ∈ (1, ∞). Then, for any f ∈ T p(X+) and g ∈ T p
′

(X+),
the pairing

〈f, g〉 :=
ˆ ∞

0

ˆ

X
f(x, t)g(x, t) dµ(x)

dt

t

realizes T p
′

(X+) as the dual of T p(X+), up to equivalent norms, where 1/p+1/p′ = 1.

For any α ∈ (0, ∞) and x ∈ X , let Γα(x) be as in (1.2). Then, for any closed
subset E ⊂ X , define

Rα(E) :=
⋃

x∈E
Γα(x).
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Let α ∈ (0, ∞) and O be an open subset of X . The tent over O with aperture α is
defined by setting

(2.17) Tα(O) := {(y, t) ∈ X+ : d(y, O∁) ≥ αt}.
If α = 1, we simply write R(O) and T (O), respectively, instead of R1(O) and T1(O).

Let p(·) ∈ P(X ). Recall that a measurable function a on X+ is called a (p(·), ∞)-
atom if there exists a ball B ⊂ X such that

(i) supp a ⊂ T (B);
(ii) for any q ∈ (1, ∞),

(2.18) ‖a‖T q(X+) ≤ [µ(B)]1/q‖χB‖−1
Lp(·)(X )

.

In particular, if (X , d, µ) := (Rn, | · |, dx) is the classical Euclidean space, then
(p(·), ∞)-atom was first introduced in [67].

For any p(·) ∈ P(X ) with 0 < p− ≤ p+ ≤ 1, any sequences {λj}j∈N ⊂ C and
{Bj}j∈N of balls in X , let

(2.19) A({λj}j∈N, {Bj}j∈N) :=

∥∥∥∥∥∥

{∑

j∈N

[ |λj|χBj

‖χBj
‖Lp(·)(X )

]p−} 1
p−

∥∥∥∥∥∥
Lp(·)(X )

.

By [65, Lemma 5.9], we know that, if p+ ∈ (0, 1], then, for any sequences {λj}j∈N ⊂
C and {Bj}j∈N of balls in X ,

(2.20)
∑

j∈N
|λj| ≤ A({λj}j∈N, {Bj}j∈N).

The following lemma establishes the atomic decomposition of T p(·)(X ), which is
a generalization of [67, Theorem 2.16] on the metric measure space of homogeneous
type.

Proposition 2.13. Let p ∈ C log(X ) with p+ ∈ (0, 1]. Then, for any f ∈
T p(·)(X ), there exist {λj}j∈N ⊂ C and a family {aj}j∈N of (p(·), ∞)-atoms such
that, for almost every (x, t) ∈ X+,

(2.21) f(x, t) =
∑

j∈N
λjaj(x, t)

and
C−1‖f‖T p(·)(X+) ≤ A({λj}j∈N, {Bj}j∈N}) ≤ C‖f‖T p(·)(X+),

where, for any j ∈ N, Bj is the ball associated with aj and C a positive constant
independent of f . Moreover, if f ∈ T p(·)(X+) ∩ T 2(X+), then (2.21) holds true in
both T p(·)(X+) and T 2(X+).

To prove Proposition 2.13, we need the following lemma which is just [43, Lem-
mas 2.9 and 2.16] (see also [12, Chapter III, Theorem 1.3] and [51, Lemma 2.2]).

Lemma 2.14. [43] Let Ω be a proper open subset of X and µ(Ω) <∞. For any

x ∈ X , let r(x) := dist(x, Ω∁)/t. Then there exist a positive constant M ∈ N and a
sequence {xj}j∈N of points in X such that, if rj := r(xj) for any j ∈ N, then

(i) Ω :=
⋃
j∈NB(xj , rj);

(ii) B(xi, ri/4) ∩B(xj , rj/4) = ∅ for any i 6= j;
(iii) for any j ∈ N, ♯{i ∈ N : B(xi, 5ri)∩B(xj , 5rj) 6= ∅} ≤M , where ♯E denotes

the cardinality of the set E.

Moreover, there exists a family {φj}j∈N of non-negative functions on X such that
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(iv) for any j ∈ N, supp φj ⊂ B(xj , 2rj);
(v) for any j ∈ N and x ∈ B(xj , rj), φj(x) ≥ 1/M ;
(vi)

∑
j∈N φj = χΩ.

We prove Proposition 2.13 by borrowing some ideas from the proofs of [51, The-
orem 1.1] and [67, Theorem 2.16] (see also [59, Theorem 3.1]).

Proof of Proposition 2.13. Let f ∈ T p(·)(X+). For any k ∈ Z, let

Ok := {x ∈ X : A(f)(x) > 2k} and O∗
k := {x ∈ X : M(χOk

)(x) > 1− γ},
where γ ∈ (0, 1) is a constant, which is determined later, and M denotes the Hardy–
Littlewood maximal function as in (2.8). Then it is easy to see that, for any k ∈ Z,
Ok is open, Ok+1 ⊂ Ok and Ok ⊂ O∗

k which is guaranteed by γ ∈ (0, 1). By the fact
that f ∈ T p(·)(X+) with 0 < p− ≤ p+ ≤ 1, we find that, for any k ∈ Z, µ(Ok) < ∞,
which, together with the boundedness of M from L1(X ) to the weak Lebesgue space
WL1(X ), further implies that µ(O∗

k) . 1
1−γµ(Ok) < ∞. Let η ∈ (0, 1) be a fixed

constant. By an argument similar to that used in the proof of [51, (2.3)] (see also
[59, p. 513]), we know that there exists a γ ∈ (0, 1) such that

(2.22) supp f ⊂
[⋃

k∈Z
T1−η(O

∗
k)
⋃

E

]
,

where E ⊂ X+ satisfies
´

E
dµ(y) dt

t
= 0.

If there exists some k ∈ Z such that O∗
k = X , then µ(X ) < ∞. This implies

that X is bounded, indeed, X is a ball (see [46, Lemma 5.1]). In this case, let
Ik := {1}, Bk, 1 := X and φk, 1 ≡ 1. If O∗

k is a proper subset of X for any k ∈ Z,
by applying Lemma 2.14 with Ω := O∗

k therein, we obtain a set Ik ⊂ N of indices, a
family {Bk, j}j∈Ik := {B(xk, j, 2rk, j)}j∈Ik of balls and a family {φk, j}j∈Ik of functions
satisfying that, for any j ∈ Ik, supp φk, j ⊂ Bk, j and

∑
j∈Ik φk, j = χO∗

k
. Then it is

easy to see that, for any k ∈ Z and (x, t) ∈ X+,

χT1−η(O∗
k)\T1−η(O∗

k+1)
(x, t) =

∑

j∈Ik

φk, j(x)χT1−η(O∗
k)\T1−η(O∗

k+1)
(x, t).

From this and (2.22), we deduce that, for almost every (x, t) ∈ X+,

f(x, t) =
∑

k∈Z
f(x, t)χT1−η(O∗

k)\T1−η(O∗
k+1)

(x, t)

=
∑

k∈Z

∑

j∈Ik

f(x, t)φk, j(x, t)χT1−η(O∗
k)\T1−η(O∗

k+1)
(x, t).

For any k ∈ Z and j ∈ Ik, let

ak, j := 2−k
∥∥χBk, j

∥∥−1

Lp(·)(X )
fφk, jχT1−η(O∗

k)\T1−η(O∗
k+1)

(2.23)

and

λk, j := 2k
∥∥χBk, j

∥∥−1

Lp(·)(X )
.(2.24)

Then we have f =
∑

k∈Z
∑

j∈Ik λk, jak, j . By an argument similar to that used in the

proof of [51, (2.4)] and Lemma 2.12, we conclude that, for any k ∈ Z and j ∈ Ik,
supp ak, j ⊂ T (C(η)Bk, j), where C(η) = 2+ 12

1−η , and ak, j is a uniform harmless positive
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constant multiple of a (p(·), ∞)-atom. Moreover, by an argument similar to that used
in the proof of [67, Theorem 2.16], we find that

A
(
{λk, j}k∈Z,j∈Ik, {C(η)Bk, j}k∈Z,j∈Ik

)
. ‖f‖T p(·)(X+),(2.25)

where the implicit positive constant depends on η and γ.
Next, we prove the reverse inequality. Indeed, by the fact that ak, j is a (p(·), ∞)-

atom associated with the ball C(η)Bk, j for any k ∈ Z and j ∈ Ik, we know that
suppA(ak, j) ⊂ C(η)Bk, j and, for any q ∈ (1, ∞),

‖A(ak, j)‖Lq(X ) . [µ(C(η)Bk, j)]
1/q‖χC(η)Bk, j

‖−1
Lp(·)(X )

.

From this, the fact that p− ∈ (0, 1] and Lemma 2.4, it follows that

‖f‖T p(·)(X+) = ‖A(f)‖Lp(·)(X ) ≤
∥∥∥∥∥
∑

k∈Z

∑

j∈Ik

|λk, j |A(ak, j)
∥∥∥∥∥
Lp(·)(X )

≤

∥∥∥∥∥∥

{∑

k∈Z

∑

j∈Ik

[|λk, j|A(ak, j)]p−
} 1

p−

∥∥∥∥∥∥
Lp(·)(X )

.

∥∥∥∥∥∥

{∑

k∈Z

∑

j∈Ik

[
|λk, j|

‖χC(η)Bk, j
‖Lp(·)(X )

χC(η)Bk, j

]p−} 1
p−

∥∥∥∥∥∥
Lp(·)(X )

∼ A
(
{λk, j}, {C(η)Bk, j}

)
.

(2.26)

To complete the proof of Proposition 2.13, it remains to show that, if f ∈
T p(·)(X+) ∩ T 2(X+), then the series

f =
∑

k∈Z

∑

j∈Ik

λk, jak, j(2.27)

converges in both T p(·)(X+) and T 2(X+). Indeed, if f ∈ T p(·)(X+), by an argument
similar to that used in (2.26), we find that, for any N ∈ N,

∥∥∥∥∥∥
A


f −

∑

|k|+|j|≤N
λk, jak, j



∥∥∥∥∥∥
Lp(·)(X )

.

∥∥∥∥∥∥∥





∑

|k|+|j|>N

[
|λk, j |

‖χC(η)Bk, j
‖Lp(·)(X )

χC(η)Bk, j

]p−


1
p−

∥∥∥∥∥∥∥
Lp(·)(X )

.

This, together with (2.25) and the dominated convergence theorem (see, for example,
[23, Lemma 3.2.8]), implies that

lim
N→∞

∥∥∥∥∥∥
A


f −

∑

|k|+|j|≤N
λk, jak, j



∥∥∥∥∥∥
Lp(·)(X )

.

∥∥∥∥∥∥∥
lim
N→∞





∑

|k|+|j|>N

[
|λk, j|

‖χC(η)Bk, j
‖Lp(·)(X )

χC(η)Bk, j

]p−


1
p−

∥∥∥∥∥∥∥
Lp(·)(X )

= 0.

Hence, (2.27) converges in T p(·)(X+).
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If f ∈ T 2(X+), by the Fubini theorem and (2.3), we obtain
∥∥∥∥∥∥
A


f −

∑

|k|+|j|≤N
λk, jak, j



∥∥∥∥∥∥
L2(X )

=

ˆ

X

ˆ ∞

0

ˆ

B(x, t)

∣∣∣∣∣∣
∑

|k|+|j|>N
λk, jak, j(y, t)

∣∣∣∣∣∣

2

dµ(y) dt

V (x, t) t
dµ(x)

.

ˆ ∞

0

ˆ

X

∑

|k|+|j|>N
|λk, jak, j(y, t)|2

dµ(y) dt

t
.

(2.28)

On the other hand, from Lemma 2.14(iii), (2.23) and (2.24), we deduce that, for
almost every (y, t) ∈ X+,

∑

k∈Z

∑

j∈Ik

|λk, jak, j(y, t)| . |f(y, t)|.

This, combined with (2.28) and the Lebesgue dominated convergence theorem, fur-
ther implies that

lim
N→∞

∥∥∥∥∥∥
A


f −

∑

|k|+|j|≤N
λk, jak, j



∥∥∥∥∥∥
L2(X )

.

ˆ ∞

0

ˆ

X
lim
N→∞

∑

|k|+|j|>N
|λk, jak, j(y, t)|2

dµ(y) dt

t
= 0.

Therefore, (2.27) converges in T 2(X+). This finishes the proof of Proposition 2.13.
�

3. Molecular characterization of H
p(·)
L (X )

In this section, we establish the molecular characterization of H
p(·)
L (X ). We begin

with recalling some notions.

Definition 3.1. Let L satisfy Assumptions 2.6 and 2.7 and p(·) ∈ P(X ) with
p+ ∈ (0, 1]. Assume M ∈ N and ε ∈ (0, ∞). A function m ∈ L2(X ) is called a
(p(·), M, ε)L-molecule if m ∈ R(LM ) (the range of LM) and there exists a ball B :=
B(xB, rB) ⊂ X with xB ∈ X and rB ∈ (0, ∞) such that, for any k ∈ {0, . . . , M}
and j ∈ Z+,

(3.1)
∥∥(r−2

B L−1)k(m)
∥∥
L2(Uj(B))

≤ 2−jε[µ(2jB)]1/2‖χB‖−1
Lp(·)(X )

.

Definition 3.2. Let L satisfy Assumptions 2.6 and 2.7 and p(·) ∈ P(X ) with
p+ ∈ (0, 1]. Assume M ∈ N and ε ∈ (0, ∞). For a measurable function f on X ,
f =

∑∞
j=1 λjmj is called a molecular (p(·), M, ε)-representation of f if {mj}j∈N is a

family of (p(·), M, ε)L-molecules, the summation converges in L2(X ) and {λj}j∈N ⊂
C satisfies that A({λj}j∈N, {Bj}j∈N) < ∞, where, for any j ∈ N, Bj is the ball
associated with mj . Let

H
p(·), ε
L,M (X ) := {f : f has a molecular (p(·), M, ε)-representation}.
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Then the variable molecular Hardy space H
p(·), ε
L,M (X ) is defined to be the completion

of H
p(·), ε
L,M (X ) with respect to the quasi-norm

‖f‖
H

p(·), ε
L,M (X )

:= inf

{
A({λj}j∈N, {Bj}j∈N) :

f =

∞∑

j=1

λjmj is a molecular (p(·), M, ε)-representation

}
,

where A({λj}j∈N, {Bj}j∈N) is as in (2.19) and the infimum is taken over all the
molecular (p(·), M, ε)-representations of f as above.

The following theorem establishes the molecular characterization of H
p(·)
L (X ).

Theorem 3.3. Let L satisfy Assumptions 2.6 and 2.7 and p(·) ∈ C log(X ) with

p+ ∈ (0, 1]. Assume M ∈ N ∩ (D
2
( 1
p−

− 1
2
), ∞) and ε ∈ ( D

p−
, ∞). Then H

p(·), ε
L,M (X )

and H
p(·)
L (X ) coincide with equivalent quasi-norms.

Remark 3.4. (i) If (X , d, µ) := (Rn, | · |, dx) is the classical Euclidean space,
Theorem 3.3 is just [60, Theorem 3.14] and the ranges of M and ε coincide with
those of [60, Theorem 3.14], respectively.

(ii) If p(·) ≡ p ∈ (0, 1] is a constant exponent, from Theorem 3.3, we deduce
that, for any given M ∈ N∩ n

2
(1
p
− 1

2
) and ε ∈ (n

p
, ∞), Hp, ε

L,M(X ) and Hp
L(X ) coincide

with equivalent quasi-norms. This is just [24, Theorem 3.15] and the ranges of M
and ε coincide with those of [24, Theorem 3.15], respectively.

(iii) Let p(·) ∈ P(X ) with p+ ∈ (0, 1]. Define H
p(·), ε
L,fin,M(X ) as the space of all

finite linear combinations of (p(·), M, ε)L-molecules. Then, by Theorem 3.3 and an
argument similar to that used in the proof of [60, Proposition 3.13], we know that,

if M ∈ N ∩ (D
2
( 1
p−

− 1
2
), ∞) and ε ∈ ( D

p−
, ∞), then H

p(·), ε
L, fin,M(X ) is dense in H

p(·)
L (X )

with respect to the quasi-norm ‖ · ‖
H

p(·)
L (X )

.

To prove Theorem 3.3, we first show that H
p(·), ε
L,M (X ) ⊂ [H

p(·)
L (X ) ∩ L2(X )].

Proposition 3.5. Let L satisfy Assumptions 2.6 and 2.7, and p(·) ∈ C log(X )
with p+ ∈ (0, 1]. Assume M ∈ N ∩ (D

2
( 1
p−

− 1
2
), ∞) and ε ∈ ( D

p−
, ∞). Then there

exists a positive constant C such that, for any f ∈ H
p(·), ε
L,M (X ),

‖f‖
H

p(·)
L (X )

≤ C‖f‖
H

p(·), ε
L,M (X )

.

Proof. Let f ∈ H
p(·), ε
L,M (X ). Then, by Definition 3.2, we know that there exist

{λj}j∈N ⊂ C and a family {mj}j∈N of (p(·), M, ε)L-molecules, associated with balls
{Bj}j∈N of X , such that

(3.2) f =
∞∑

j=1

λjmj in L2(X )

and

(3.3) ‖f‖
H

p(·), ε
L,M (X )

∼ A({λj}j∈N, {Bj}j∈N),
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where A({λj}j∈N, {Bj}j∈N) is as in (2.19). By (3.2) and (2.16), we find that

lim
N→∞

∥∥∥∥∥SL(f)− SL

(
N∑

j=1

λjmj

)∥∥∥∥∥
L2(X )

= 0,

which implies that there exists a subsequence of {SL(
∑N

j=1 λjmj)}N∈N, without loss
of generality, we may use the same notation as the original sequence such that, for
almost every x ∈ X ,

SL(f)(x) = lim
N→∞

SL

(
N∑

j=1

λjmj

)
(x).

Hence, for almost every x ∈ X , it holds true that

SL(f)(x) ≤
∞∑

j=1

|λj|SL(mj)(x) =
∞∑

j=1

∞∑

i=0

|λj|SL(mj)(x)χUi(Bj)(x).

From this, Remark 2.1 and the fact that p− ∈ (0, 1], it follows that

‖SL(f)‖p−Lp(·)(X )
= ‖[SL(f)]p−‖

L
p(·)
p− (X )

≤
∞∑

i=0

∥∥∥∥∥
∞∑

j=1

|λj|p−[SL(mj)χUi(Bj)]
p−

∥∥∥∥∥
L

p(·)
p− (X )

=

∞∑

i=0

∥∥∥∥∥∥

{ ∞∑

j=1

|λj |p−[SL(mj)χUi(Bj)]
p−

} 1
p−

∥∥∥∥∥∥

p−

Lp(·)(X )

.

(3.4)

To prove Proposition 3.5, we only need to show that there exist positive constants
C and θ ∈ (D( 1

p−
− 1

2
), ∞) such that, for any (p(·), M, ε)L-molecule m, associated

with a ball B := B(xB, rB) for some xB ∈ X and rB ∈ (0, ∞), and i ∈ Z+,

(3.5) ‖SL(m)‖L2(Ui(B)) ≤ C2−iθ [µ(B)]1/2 ‖χB‖−1
Lp(·)(X ) .

Indeed, if (3.5) holds true, we then find that, for any i ∈ Z+ and j ∈ N,

∥∥∥2iθ
∥∥χBj

∥∥
Lp(·)(X )

SL(mj)χUi(Bj)

∥∥∥
L2(X )

. [µ(Bj)]
1/2 .

By this and Lemma 2.4, we know that
∥∥∥∥∥∥

{ ∞∑

j=1

[
|λj|SL(mj)χUi(Bj)

]p−
} 1

p−

∥∥∥∥∥∥
Lp(·)(X )

. 2
iD( 1

p−
− 1

2
)

∥∥∥∥∥∥

{ ∞∑

j=1

[
2−iθ‖χBj

‖−1
Lp(·)(X )

|λj|χBj

]p−
} 1

p−

∥∥∥∥∥∥
Lp(·)(X )

. 2
−i[θ−D( 1

p−
− 1

2
)]A({λj}j∈N, {Bj}j∈N).

(3.6)
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Combining (3.6), (3.4), (3.3) and the fact that θ > D( 1
p−

− 1
2
), we further conclude

that, for any f ∈ H
p(·), ε
L,M (X ) ∩ L2(X ),

‖SL(f)‖Lp(·)(X ) .

{ ∞∑

i=0

2
−i[θ−D( 1

p−
− 1

2
)]p−

} 1
p−

A({λj}j∈N, {Bj}j∈N) . ‖f‖
H

p(·), ε
L,M (X )

,

which is the desired result.
Next, we prove (3.5). Indeed, when i ∈ {0, . . . , 10}, by (3.1), ε ∈ ( D

p−
, ∞) and

the fact that SL is bounded on L2(X ) (see (2.16)), we obtain

(3.7) ‖SL(m)‖L2(Ui(B)) . ‖m‖L2(X ) . [µ(B)]1/2‖χB‖−1
Lp(·)(X )

.

When i ∈ Z+ ∩ [11, ∞), for any given η ∈ (0, 1), we write

‖SL(m)‖L2(Ui(B)) =

[
ˆ

Ui(B)

ˆ ∞

0

ˆ

B(x, t)

|t2Le−t2L(m)(y)|2 dµ(y) dt
V (x, t) t

dµ(x)

] 1
2

≤
[
ˆ

Ui(B)

ˆ 2iηrB

0

ˆ

B(x, t)

|t2Le−t2L(m)(y)|2 dµ(y) dt
V (x, t) t

dµ(x)

] 1
2

+

[
ˆ

Ui(B)

ˆ ∞

2iηrB

ˆ

B(x, t)

· · · dµ(y) dt
V (x, t) t

dµ(x)

] 1
2

=: I + II.

(3.8)

To estimate II, by (2.16), (3.1) and the fact that ε ∈ ( D
p−
, ∞), we know that

II =

[
ˆ

Ui(B)

ˆ ∞

2iηrB

ˆ

B(x, t)

∣∣∣(t2L)M+1e−t
2L
(
L−M(m)

)
(y)
∣∣∣
2

× t−4M dµ(y) dt

V (x, t) t
dµ(x)

]1
2

≤
(
2iηrB

)−2M
r2MB

∥∥SL,M+1

(
r−2M
B L−M(m)

)∥∥
L2(Ui(B))

. 2−2iηM
∥∥∥
(
r−2
B L−1

)M
(m)

∥∥∥
L2(X )

. 2−2iηM [µ(B)]1/2‖χB‖−1
Lp(·)(X )

.

(3.9)

To estimate I, for any i ∈ Z+ ∩ [11,∞), let

Si(B) :=
(
2i+1B

)
\
(
2i−2B

)
and S̃i(B) :=

(
2i+2B

)
\
(
2i−3B

)
.

If t ∈ (0, 2iηrB) and x ∈ Ui(B), then it is easy to see that B(x, t) ⊂ Si(B). From
this, we deduce that

I ≤
[
ˆ

Ui(B)

ˆ 2iηrB

0

ˆ

Si(B)

∣∣∣∣t2Le−t
2L

(
mχ

[S̃i(B)]
∁

)
(y)

∣∣∣∣
2
dµ(y) dt

V (x, t) t
dµ(x)

] 1
2

+

[
ˆ

Ui(B)

ˆ 2iηrB

0

ˆ

B(x, t)

∣∣∣t2Le−t2L
(
mχS̃i(B)

)
(y)
∣∣∣
2 dµ(y) dt

V (x, t) t
dµ(x)

] 1
2

=: I1 + I2.

(3.10)
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For I2, by the boundedness of SL on L2(X ) (see (2.16)) and (3.1), we obtain

I2 ≤
∥∥∥SL

(
mχS̃i(B)

)∥∥∥
L2(X )

.
∥∥∥mχS̃i(B)

∥∥∥
L2(X )

. 2−iε[µ(2iB)]1/2‖χB‖−1
Lp(·)(X )

. 2−i(ε−
D
2
)[µ(B)]1/2‖χB‖−1

Lp(·)(X )
.

(3.11)

For I1, by Remark 2.8(i), we know that {tLe−tL}t>0 satisfies the Davies–Gaffney

estimates. From this and the fact that dist([S̃i(B)]∁, Si(B)) ∼ 2irB, it follows that

I1 .

[
ˆ

Ui(B)

ˆ 2iηrB

0

e−c
(2irB)2

t2 ‖m‖2L2(X )

dt

V (x, t) t
dµ(x)

] 1
2

. ‖m‖L2(X )

[
ˆ

Ui(B)

ˆ 2iηrB

0

(
t

2irB

)N
dt

V (x, t) t
dµ(x)

] 1
2

,

(3.12)

where c is a positive constant and N ∈ N is determined later. By (2.3), we find that,
for any x ∈ Ui(B),

ˆ 2iηrB

0

(
t

2irB

)N
dt

V (x, t) t
= (2irB)

−N
i∑

j=−∞

ˆ 2jηrB

2(j−1)ηrB

tN−1 dt

V (x, t)

. (2irB)
−N

i∑

j=−∞
(2jηrB)

N
[
V (x, 2jηrB)

]−1

. 2−iN
i∑

j=−∞
2jηN2(i−jη)D

[
V (xB, 2

jηrB)
]−1

.

(3.13)

Moreover, by (2.2), we know that, for any j ∈ Z with j ≤ i,
[
V (xB, 2

jηrB)
]−1

. 2(i−jη)D
[
V (xB, 2

irB)
]−1

.

From this and (3.13), we deduce that, for any i ∈ Z+ ∩ [11, ∞) and x ∈ Ui(B),

ˆ 2iηrB

0

(
t

2irB

)N
dt

V (x, t) t
. 2−iN

i∑

j=−∞
2jηN22(i−jη)D

[
V (xB, 2

irB)
]−1

. 2−i(N−2D)(1−η) [V (xB , 2irB)
]−1

.

This, combined with (3.12), implies that

I1 . 2−
i
2
(N−2D)(1−η)‖m‖L2(X ) . 2−

i
2
(N−2D)(1−η)[µ(B)]1/2‖χB‖−1

Lp(·)(X )
.

From this, (3.11), (3.10), (3.9) and (3.8), it follows that, for any (p(·), M, ε)L-
molecule m associated with ball B ⊂ X and i ∈ Z+ ∩ [11, ∞),

‖SL(m)‖L2(Ui(B)) . 2−iθ [µ(B)]1/2 ‖χB‖−1
Lp(·)(X ) ,(3.14)

where

θ := min

{
1

2
(N − 2D)(1− η), ε− D

2
, 2Mη

}
.

By the fact that M > D
2
( 1
p−

− 1
2
) and ε ∈ ( D

p−
, ∞), we choose some η ∈ (0, 1) and

N ∈ N large enough such that θ ∈ (D( 1
p−

− 1
2
), ∞), which, together with (3.14) and

(3.7), implies that (3.5) holds true. This finishes the proof of Proposition 3.5. �
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The following proposition shows that [H
p(·)
L (X ) ∩ L2(X )] ⊂ H

p(·), ε
L,M (X ).

Proposition 3.6. Let L satisfy Assumptions 2.6 and 2.7 and p(·) ∈ C log(X ) with

p+ ∈ (0, 1]. Assume M ∈ N and ε ∈ (0, ∞). Then, for any f ∈ H
p(·)
L (X ) ∩ L2(X ),

there exist {λj}j∈N ⊂ C and a family {mj}j∈N of (p(·), M, ε)L-molecules, associated
with balls {Bj}j∈N of X , such that f =

∑∞
j=1 λjmj in L2(X ) and

A({λj}j∈N, {Bj}j∈N) ≤ C‖f‖
H

p(·)
L (X )

,

where A({λj}j∈N, {Bj}j∈N) is as in (2.19) and the positive constant C is independent
of f .

Proof. For any f ∈ H
p(·)
L (X )∩L2(X ) and (x, t) ∈ X+, let F (x, t) := t2Le−t

2L(f)(x).

By [3, Theorem F], we know that t2Le−t
2L is bounded from L2(X ) to T 2(X+). This,

together with f ∈ H
p(·)
L (X )∩L2(X ), implies that F ∈ T p(·)(X+)∩T 2(X+). Then, by

Proposition 2.13, we conclude that there exist {λj}j∈N ⊂ C and a family {aj}j∈N of
(p(·), ∞)-atoms, associated with balls {Bj}j∈N of X , such that

(3.15) F =

∞∑

j=1

λjaj in T 2(X+) ∩ T p(·)(X+)

and

A({λj}j∈N, {Bj}j∈N) ∼ ‖F‖T p(·)(X+) ∼ ‖f‖
H

p(·)
L (X )

.(3.16)

Let M ∈ N. By the H∞-functional calculi for L, we find that

(3.17) f = C(M)

ˆ ∞

0

(t2L)M+1e−t
2L
(
t2Le−t

2L(f)
) dt

t
=: πM,L(F ) in L2(Rn),

where C(M) is a positive constant such that C(M)

´∞
0
t2(M+2)e−2t2 dt

t
= 1 and the

operator πM,L is defined by setting, for any G ∈ T 2(X+) and x ∈ X ,

πM,L(G)(x) :=

ˆ ∞

0

(t2L)M+1e−t
2L(G(·, t))(x) dt

t
.

By (2.16), Lemma 2.12 and an argument similar to that used in the proof of [60,
Lemma 3.11], we conclude that πM,L is bounded from T 2(X+) to L2(X ) and, for
any (p(·), ∞)-atom a associated with ball B ⊂ X , πM,L(a) is a harmless positive
constant multiple of a (p(·), M, ε)L-molecule associated with B. By this, (3.17) and
(3.15), we know that

f = C(M)πM,L

( ∞∑

j=1

λjaj

)
= C(M)

∞∑

j=1

λjπM,L(aj) in L2(X ),

which is a (p(·), M, ε)-molecular representation of f . This, together with (3.16),
then finishes the proof of Proposition 3.6. �

Using Propositions 3.5 and 3.6, we can now prove Theorem 3.3.

Proof of Theorem 3.3. To prove this theorem, by a density argument, we only
need to show that, if M ∈ N ∩ (D

2
( 1
p−

− 1
2
), ∞) and ε ∈ ( D

p−
, ∞), then

H
p(·), ε
L,M (X ) =

[
H
p(·)
L (X ) ∩ L2(X )

]
with equivalent quasi-norms.



66 Dachun Yang and Junqiang Zhang

Indeed, by Proposition 3.5, we find that H
p(·), ε
L,M (X ) ⊂ [H

p(·)
L (X )∩L2(X )] and, for any

f ∈ H
p(·), ε
L,M (X ),

(3.18) ‖f‖
H

p(·)
L (X )

. ‖f‖
H

p(·), ε
L,M (X )

.

On the other hand, from Proposition 3.6, we deduce that [H
p(·)
L (X ) ∩ L2(X )] ⊂

H
p(·), ε
L,M (X ) and, for any f ∈ [H

p(·)
L (X ) ∩ L2(X )],

‖f‖
H

p(·), ε
L,M (X )

. ‖f‖
H

p(·)
L (X )

.

This, together with (3.18), then finishes the proof of Theorem 3.3. �

4. Dual space of H
p(·)
L (X )

Let L satisfy Assumptions 2.6 and 2.7. In this section, we show that the dual

space of H
p(·)
L (X ) is just the BMO-type space BMOM

p(·), L∗(X ). Here and hereafter,

we denote by L∗ the adjoint operator of L on L2(X ).
Let p(·) ∈ P(X ) with p+ ∈ (0, 1], L satisfy Assumptions 2.6 and 2.7 and x0 ∈ X

be a fixed point. Then, for any M ∈ N and ε ∈ (0, ∞), define

Mε,M
p(·), L(X ) :=

{
µ := LM(ν) : ν ∈ D(LM), ‖µ‖Mε,M

p(·), L
(X ) <∞

}
,

where D(LM) denotes the domain of LM and

‖µ‖Mε,M
p(·),L

(X )

:= sup
j∈Z+

2jε
[
V (x0, 2

j)
]− 1

2 ‖χB(x0, 1)‖Lp(·)(X )

M∑

k=0

∥∥L−k(µ)
∥∥
L2(Uj(B(x0, 1)))

.
(4.1)

Let

MM, ∗
p(·), L(X ) :=

⋂

ε∈(0,∞)

(
Mε,M

p(·), L(X )
)∗
.

Here and hereafter, (Mε,M
p(·), L(X ))∗ denotes the dual space of Mε,M

p(·), L(X ), namely, the

set of all bounded linear functionals on Mε,M
p(·), L(X ) and, for any f ∈ (Mε,M

p(·), L(X ))∗

and g ∈ Mε,M
p(·), L(X ), 〈f, g〉M denotes the duality between (Mε,M

p(·), L(X ))∗ and

Mε,M
p(·), L(X ).

Remark 4.1. Let p(·) ∈ C log(X ) with p+ ∈ (0, 1], ε ∈ (0, ∞) and M ∈ N.

Observe that, if µ ∈ Mε,M
p(·), L(X ), then µ is a harmless positive constant multiple of

a (p(·), M, ε)L-molecule associated with the ball B(x0, 1) for x0 as in (4.1). Con-
versely, if m is a (p(·), M, ε)L-molecule associated with some ball B of X , then

m ∈ Mε,M
p(·), L(X ).

Definition 4.2. Let p(·) ∈ P(X ) with p+ ∈ (0, 1], M ∈ N and L satisfy As-

sumptions 2.6 and 2.7. An element f ∈ MM,∗
p(·), L(X ) is said to belong to BMOM

p(·), L∗(X )

if

‖f‖BMOM
p(·), L∗ (X ) := sup

B⊂X

[µ(B)]
1
2

‖χB‖Lp(·)(X )

[
ˆ

B

∣∣∣∣
(
I − e−r

2
BL

∗
)M

(f)(x)

∣∣∣∣
2

dµ(x)

]1
2

<∞,

(4.2)
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where the supremum is taken over all balls B of X and L∗ denotes the adjoint operator
of L on L2(X ).

Remark 4.3. (i) We point out that (4.2) is well defined. Indeed, for any t ∈
(0, ∞), denote either (I + t2L∗)−1 or e−t

2L∗

by At, L∗ . Then, for any f ∈ MM, ∗
p(·), L(X ),

(I−At,L∗)M(f) ∈ L2
loc(X ) in the sense of distributions (see [35, 36]). That is, for any

ball B ⊂ X , φ ∈ L2(B), ε ∈ (0, ∞) and M ∈ N, (I − At, L)
M(φ) ∈ Mε,M

p(·), L(X ) and

〈
(I − At, L∗)M (f), φ

〉
:=
〈
f, (I −At, L)

M (φ)
〉
M
.(4.3)

(ii) An element f ∈ MM, ∗
p(·), L∗(Rn) is said to belong to BMOM

p(·), L(X ) if it satisfies

(4.2) with L∗ replaced by L.

We have the following characterizations of the spaces BMOM
p(·), L(X ).

Lemma 4.4. Let p(·) ∈ C log(X ) with p+ ∈ (0, 1] and M ∈ N. Then f ∈
BMOM

p(·), L(X ) if and only if f ∈ MM, ∗
p(·), L∗(X ) and

‖f‖BMOM, res
p(·), L

(X ) := sup
B⊂X

[µ(B)]
1
2

‖χB‖Lp(·)(X )

{
ˆ

B

∣∣∣
[
I − (I + r2BL)

−1
]M

(f)(x)
∣∣∣
2

dµ(x)

} 1
2

<∞,

where the supremum is taken over all balls B of X . Moreover, there exists a positive
constant C such that, for any f ∈ BMOM

p(·), L(X ),

C−1‖f‖BMOM
p(·), L(X ) ≤ ‖f‖BMOM, res

p(·), L
(X ) ≤ C‖f‖BMOM

p(·), L(X ).

Lemma 4.5. Let p(·) ∈ C log(X ) with p+ ∈ (0, 1] and M ∈ N. Then there exists
a positive constant C such that, for any f ∈ BMOM

p(·), L(X ),

sup
B⊂X

[µ(B)]
1
2

‖χB‖Lp(·)(X )

[
¨

T (B)

∣∣∣(t2L)Me−t2L(f)(x)
∣∣∣
2 dµ(x) dt

t

] 1
2

≤ C‖f‖BMOM
p(·), L(X ),

where the supremum is taken over all balls B of X and T (B) is as in (2.17) with
α = 1.

The proofs of Lemmas 4.4 and 4.5 are similar to those of [36, Lemmas 8.1 and
8.3], respectively, the details being omitted.

In this section, we also need the following dyadic cubes due to Christ [11, Theo-
rem 11], which shows that the metric measure space X has a dyadic grid analogous
to that of the Euclidean space.

Lemma 4.6. [11] There exist a family of open sets, {Qα, k}α∈Ik, k∈Z, of X , where
Ik denotes some (possibly finite) index set depending on k, and constants δ, a0 ∈
(0, 1) and C̃ ∈ (0, ∞) such that

(i) for any k ∈ Z, µ
(
X \⋃α∈Ik Qα, k

)
= 0;

(ii) if i ≥ k, then either Qα, i ⊂ Qβ, k or Qα, i ∩Qβ, k = ∅;
(iii) for any fixed k ∈ Z, α ∈ Ik and i < k, there exists a unique β ∈ Ii such that

Qα, k ⊂ Qβ, i;

(iv) for any k ∈ Z and α ∈ Ik, the diameter of Qα, k is not bigger than C̃δk;
(v) for any k ∈ Z and α ∈ Ik, there exists a ball B(zα, k, a0δ

k) ⊂ Qα, k.
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Lemma 4.7. Let p(·) ∈ C log(X ) with p+ ∈ (0, 1], 0 < ε̃ < ε < ∞, M ∈ N and

M̃ > M + ε̃+ D
4
. Fix x0 ∈ X as in (4.1). Suppose that f ∈ MM, ∗

p(·), L(X ) satisfies

(4.4)

ˆ

X

|[I − (I + L∗)−1]M(f)(x)|2
1 + [d(x, x0)]D+ε̃

dµ(x) <∞.

Then, for any (p(·), M̃ , ε)L-molecule m, it holds true that

〈f, m〉M = C(M)

¨

X+

(t2L∗)Me−t
2L∗

(f)(x)t2Le−t2L(m)(x)
dµ(x) dt

t
,

where C(M) is a positive constant, depending on M , which satisfies

C(M)

ˆ ∞

0

tM+1e2t
2 dt

t
= 1.

The proof of Lemma 4.7 is analogous to that of [39, Proposition 4.6], the details
being omitted. The only difference is that, instead of dealing with atoms as in [39],
we work on molecules by decomposing the underline space X into annuli according
to the ball associated with the molecule. This idea has been used in the proof of [36,
Lemma 8.4].

Remark 4.8. By Lemma 4.6 and an argument similar to that used in the proof
of [39, Corollary 4.3] (see also [60, Remark 4.6]), we find that, if ε̃ ∈ (2D

p−
, ∞), then,

for any f ∈ BMOM
p(·), L∗(X ), f satisfies (4.4). Indeed, let B := B(x0, 1) with x0 as in

(4.1). Then, for any f ∈ BMOM
p(·), L∗(X ), we have

J :=

ˆ

X

|[I − (I + L∗)−1]M(f)(x)|2
1 + [d(x, x0)]D+ε̃

dµ(x)

=
∞∑

j=0

ˆ

Uj(B)

|[I − (I + L∗)−1]M(f)(x)|2
1 + [d(x, x0)]D+ε̃

dµ(x)

≤
∞∑

j=0

2−j(D+ε̃)

ˆ

Uj(B)

∣∣[I − (I + L∗)−1]M(f)(x)
∣∣2 dµ(x).

(4.5)

In what follows, let all the notation be the same as in Lemma 4.6. For any j ∈ Z+,

choose kj ∈ Z such that C̃δkj ≤ 2j < C̃δkj−1 and let

Mj := {β ∈ Ik0 : Qβ,k0 ∩B(x0, C̃δ
kj−1) 6= ∅}.(4.6)

Then, by this and Lemma 4.6(i), we find that, for any j ∈ Z+,

Uj(B) ⊂ B(x0, C̃δ
kj−1) ⊂

⋃

β∈Mj

Qβ,k0.(4.7)

Moreover, by (iv) and (v) of Lemma 4.6 and the fact that C̃δk0 ≤ 1, we know that,
for any β ∈Mj , there exists some zβ,k0 ∈ Qβ,k0 such that

B(zβ,k0 , a0δ
k0) ⊂ Qβ,k0 ⊂ B(zβ,k0, C̃δ

k0) ⊂ B(zβ,k0, 1).(4.8)
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From (4.5), (4.7), (4.8) and Lemma 4.4, we deduce that

J .
∞∑

j=0

2−j(D+ε̃)




∑

β∈Mj

ˆ

B(zβ,k0
,1)

∣∣[I − (I + L∗)−1]M (f)(x)
∣∣2 dµ(x)





.
∞∑

j=0

2−j(D+ε̃)




∑

β∈Mj

∥∥∥χB(zβ,k0
,1)

∥∥∥
2

Lp(·)(X )
[V (zβ,k0, 1)]

−1



 ‖f‖2BMOM

p(·), L
(X ).

(4.9)

By (4.6), (4.8) and Lemma 4.6(iv) with k = k0, we conclude that

B(zβ,k0 , 1) ⊂ B(x0, 1 + 1 + C̃δkj−1) ⊂ B(x0, 3C̃δ
kj−1) ⊂ B(x0, 3δ

−12j).

This, together with the fact that, for any given r ∈ (0, p−), χB(x0,3δ−12j) . 2j
D
r [M(χB)]

1
r

and Lemma 2.2, implies that∥∥∥χB(zβ,k0
,1)

∥∥∥
Lp(·)(X )

. 2j
D
r

∥∥∥[M(χB)]
1
r

∥∥∥
Lp(·)(X )

. 2j
D
r ‖χB‖Lp(·)(X ).(4.10)

On the other hand, by (2.3), we have

[V (zβ,k0 , 1)]
−1 . 2jD [V (x0, 1)]

−1 .(4.11)

Since ε̃ ∈ (2D
p−
, ∞), it follows that there exists r ∈ (0, p−) such that ε̃ ∈ (2D

r
, ∞). For

such an r, by (4.9), (4.10) and (4.11), we find that

J .
∞∑

j=0

2−j(ε̃−
2D
r
)‖f‖2

BMOM
p(·), L

(X )
‖χB‖2Lp(·)(X )[V (x0, 1)]

−1

∼ ‖f‖2
BMOM

p(·), L(X )
‖χB‖2Lp(·)(X )[V (x0, 1)]

−1 <∞.

Hence, f satisfies (4.4). This shows that the above claim holds true.

Theorem 4.9. Let p(·) ∈ C log(X ) with p+ ∈ (0, 1], M ∈ N ∩ (D
2
( 1
p−

− 1
2
), ∞)

and ε ∈ ( D
p−
, ∞). Then (H

p(·)
L (X ))∗ coincides with BMOM

p(·), L∗(X ) in the following
sense:

(i) Let g ∈ BMOM
p(·), L∗(X ). Then, for any f ∈ H

p(·), ε
L,fin,M(X ), the linear functional

lg, given by lg(f) := 〈g, f〉M, has a unique bounded extension to H
p(·)
L (X )

and there exists a positive constant C such that, for any g ∈ BMOM
p(·), L∗(X ),

‖lg‖(Hp(·)
L (X ))∗

≤ C‖g‖BMOM
p(·), L∗ (X ).

(ii) Conversely, let g ∈ (H
p(·)
L (X ))∗. Then g ∈ BMOM

p(·), L∗(X ) and, for any f ∈
H
p(·), 2, ε
L,fin,M(X ), it holds true that g(f) = 〈g, f〉M. Moreover, there exists a

positive constant C such that, for any g ∈ (H
p(·)
L (X ))∗,

‖g‖BMOM
p(·), L∗(X ) ≤ C‖g‖

(H
p(·)
L (X ))∗

.

If p(·) ≡ p ∈ (0, 1] is a constant exponent, Theorem 4.9 has been proved in [24,
Theorems 3.28 and 3.29]. In particular, if (X , d, µ) := (Rn, | · |, dx) is the Euclidean
space, Theorem 4.9 coincides with [60, Theorem 4.8].

Proof of Theorem 4.9. We first prove (i). Let g ∈ BMOM
p(·), L∗(X ). By the

fact that the space H
p(·), ε
L,fin,M(X ) is dense in H

p(·)
L (Rn) with respect to the quasi-

norm ‖ · ‖
H

p(·)
L (X )

(see Remark 3.4(iii)), to show (i), it suffices to show that, for any
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f ∈ H
p(·), ε
L,fin,M(X ) with ε ∈ (0, ∞) and M ∈ N,

|〈g, f〉M| . ‖g‖BMOM
p(·), L∗(X )‖f‖Hp(·)

L (X )
.(4.12)

Next, we prove (4.12). For any f ∈ H
p(·), ε
L,fin,M(X ), it is easy to see that f ∈

H
p(·)
L (X ) ∩ L2(X ), namely, t2Le−t

2L(f) ∈ T p(·)(X+) ∩ T 2(X+). By Proposition 2.13,
we know that there exist {λj}∞j=1 ⊂ C and a family {aj}∞j=1 of (p(·), ∞)-atoms,
associated with balls {Bj}j∈N of X , such that

t2Le−t
2L(f) =

∞∑

j=1

λjaj in T p(·)(X+) ∩ T 2(X+)

and

A({λj}j∈N, {Bj}j∈N) ∼
∥∥∥t2Le−t2L(f)

∥∥∥
T p(·)(X+)

∼ ‖f‖
H

p(·)
L (X )

.

From this, Lemma 4.7, Remark 4.8, the Hölder inequality, the fact that {aj}j∈N are

(p(·), ∞)-atoms, Lemma 4.5 and (2.20), we deduce that, for any f ∈ H
p(·), ε
L,fin,M(X ),

|〈g, f〉M| =
∣∣∣∣C(M)

¨

X+

(t2L∗)Me−t
2L∗

(g)(x)t2Le−t2L(f)(x)
dµ(x) dt

t

∣∣∣∣

.
∞∑

j=1

|λj|
¨

X+

∣∣∣(t2L∗)Me−t
2L∗

(g)(x)
∣∣∣ |aj(x, t)|

dµ(x) dt

t

.
∞∑

j=1

|λj|
[
¨

T (Bj)

∣∣∣(t2L∗)Me−t
2L∗

(g)(x)
∣∣∣
2 dµ(x) dt

t

] 1
2

×
[
¨

T (Bj)

|aj(x, t)|2
dµ(x) dt

t

] 1
2

.
∞∑

j=1

|λj|‖g‖BMOM
p(·), L∗ (X )‖χBj

‖Lp(·)(X ) [µ(Bj)]
− 1

2 ‖aj‖T 2(X+)

.
∞∑

j=1

|λj|‖g‖BMOM
p(·), L∗ (X ) . A({λj}j∈N, {Bj}j∈N)‖g‖BMOM

p(·), L∗(X )

∼ ‖f‖
H

p(·)
L (X )

‖g‖BMOM
p(·), L∗(X ),

namely, (4.12) holds true. This finishes the proof of (i).

Next, we prove (ii). Let g ∈ (H
p(·)
L (X ))∗. Then we know that, for any f ∈

H
p(·)
L (X ),

|g(f)| ≤ ‖g‖
(H

p(·)
L (X ))∗

‖f‖
H

p(·)
L (X )

.

Observing that, for any (p(·), M, ε)L-molecule m, ‖m‖
H

p(·)
L (X )

. 1, we obtain

|g(m)| . ‖g‖
(H

p(·)
L (X ))∗

.(4.13)

On the other hand, from Remark 4.1, it follows that, for any h ∈ Mε,M
p(·), L(X ) with

‖h‖Mε,M
p(·), L

(X ) = 1, h is a harmless positive constant multiple of a (p(·), M, ε)L-

molecule associated with the ball B(x0, 1) for x0 as in (4.1). Combining this and
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(4.13), we find that, for any ε ∈ (0, ∞), g ∈ (Mε,M
p(·), L(X ))∗. Hence, g ∈ MM, ∗

p(·), L(X )

and, for any h ∈ Mε,M
p(·), L(X ),

(4.14) 〈g, h〉M = g(h).

Next, we show that

(4.15) ‖g‖BMOM
p(·), L∗(X ) . ‖g‖

(H
p(·)
L (X ))∗

.

Indeed, by Assumption 2.7, it is easy to see that, for any ball B ⊂ X , ϕ ∈ L2(B)
with ‖ϕ‖L2(B) = 1,

[µ(B)]
1
2

‖χB‖Lp(·)(X )

(I − er
2
BL)M(ϕ)

is a harmless positive constant multiple of a (p(·), M, ε)L-molecule. From this, (4.3),
(4.14) and (4.13), we deduce that, for any ϕ ∈ L2(B) with ‖ϕ‖L2(B) = 1,

∣∣∣∣∣
[µ(B)]

1
2

‖χB‖Lp(·)(X )

ˆ

B

(
I − e−r

2
BL

∗
)M

(g)(x)ϕ(x) dµ(x)

∣∣∣∣∣

=

∣∣∣∣∣

〈
g,

[µ(B)]
1
2

‖χB‖Lp(·)(X )

(
I − e−r

2
BL
)M

(ϕ)

〉

M

∣∣∣∣∣ . ‖g‖
(H

p(·)
L (X ))∗

,

which implies that, for any ball B ⊂ X ,

[µ(B)]
1
2

‖χB‖Lp(·)(X )

[
ˆ

B

∣∣∣∣
(
I − e−r

2
BL

∗
)M

(g)(x)

∣∣∣∣
2

dµ(x)

] 1
2

. ‖g‖
(H

p(·)
L (X ))∗

.

Thus, (4.15) holds true, which completes the proof of (ii) and hence the proof of
Theorem 4.9. �

5. Variable Hardy spaces associated with

non-negative self-adjoint operators

In this section, motivated by [55, 56], we establish the non-tangential and the

radial maximal function characterizations of H
p(·)
L (X ), when L is a non-negative

self-adjoint operator, on L2(X ), having a Gaussian upper bound. Throughout this
section, we always assume that L is an operator satisfying the following two condi-
tions.

Assumption 5.1. L is a non-negative self-adjoint operator on L2(X ).

Assumption 5.2. The kernel Wt of e−tL for any t ∈ (0, ∞) is a measurable
function on X × X and has a Gaussian upper bound, namely, there exist positive
constants C and c such that, for any t ∈ (0, ∞) and x, y ∈ X ,

|Wt(x, y)| ≤
C

V (x,
√
t)

exp

(
−c [d(x, y)]

2

t

)
.

Remark 5.3. (i) If L is a one-to-one operator satisfying Assumptions 5.1 and
5.2, then L falls into the scope of operators satisfying Assumptions 2.6 and 2.7. If L
is an operator which only satisfies Assumptions 5.1 and 5.2, but is not one-to-one,
then L may not have a bounded holomorphic functional calculus on L2(X ). However,
even for such an operator, instead of bounded holomorphic functional calculus, we
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can use functional calculus via the spectral theorem (see (5.1) below) and we know
that all the results obtained in the preceding sections still hold true.

(ii) Observe that the Gaussian upper bound for Wt is further inherited by the
time derivatives of Wt, namely, for any k ∈ N, there exist positive constants c(k) and
C(k) such that, for any t ∈ (0, ∞) and almost every x, y ∈ X ,

∣∣∣∣
∂k

∂tk
Wt(x, y)

∣∣∣∣ ≤
C(k)

tkV (x,
√
t)

exp

(
−c(k)

[d(x, y)]2

t

)

(see [35, (7.2)]).

Recall that, in [64, Chapter XI], if L is a non-negative self-adjoint operator on
L2(X ) and EL(λ) denotes a spectral family associated with L, then, for every bounded
Borel function F : [0, ∞) → C, define the operator F (L) : L2(X ) → L2(X ) as follows:

(5.1) F (L) :=

ˆ ∞

0

F (λ) dEL(λ).

Remark 5.4. The holomorphic functional calculus defined as in (2.13) coincides
with the above bounded Borel functional calculus when L is a non-negative self-
adjoint operator on L2(X ). Indeed, if L is non-negative self-adjoint on L2(X ) and
ψ ∈ Ψ(S0

µ) with µ ∈ (0, π), then, by (2.13), we know that ψ(L) is defined as follows:

ψ(L) :=

ˆ

γ

ψ(ξ)(ξI − L)−1 dξ,

where γ := {reiν : r ∈ (0, ∞)} ∪ {re−iν : r ∈ (0, ∞)}, for any given ν ∈ (0, µ), is a
curve consisting of two rays parameterized anti-clockwise. This, together with the
fact that, for any ξ ∈ C\(0, ∞), (ξI−L)−1 =

´∞
0
(ξ−λ)−1 dEL(λ) (see, for example,

[40, p. 357]) and the Cauchy theorem, implies that

ψ(L) =

ˆ

γ

ψ(ξ)(ξI − L)−1 dξ =

ˆ

γ

ψ(ξ)

ˆ ∞

0

(ξ − λ)−1 dEL(λ) dξ

=

ˆ ∞

0

ˆ

γ

ψ(ξ)(ξ − λ)−1 dξ dEL(λ) =

ˆ ∞

0

ψ(λ) dEL(λ).

Hence, (5.1) coincides with (2.13) when L is a non-negative self-adjoint operator on
L2(X ).

In particular, for any t ∈ (0, ∞), the operator cos(t
√
L) is well defined on L2(X ).

It follows from [54, Theorem 2] and [14, Theorem 3.4] (see also [10, 58]) that the inte-

gral kernel Kcos(t
√
L) of cos(t

√
L) has the following finite speed propagation property

for solutions of the corresponding wave equation:

(5.2) suppKcos(t
√
L) ⊂ {(x, y) ∈ X × X : d(x, y) ≤ t}.

The following lemma is just [35, Lemma 3.5], whose proof is essentially based on (5.2).
In what follows, for any f ∈ S(R) (the class of Schwartz functions on R), its Fourier

transform f̂ is defined by setting, for any ξ ∈ R, f̂(ξ) := (2π)−1
´

R
f(x)e−ixξ dx.

We also denote the class of all infinitely differentiable functions on R with compact
supports by C∞

c (R).

Lemma 5.5. [35] Let ψ ∈ C∞
c (R) be an even function with suppψ ⊂ (−1, 1).

Let Φ denote the Fourier transform of ψ. Then, for any κ ∈ Z+ and t ∈ (0, ∞), the
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integral kernel K(t2L)κΦ(t
√
L) of (t2L)κΦ(t

√
L) satisfies

suppK(t2L)κΦ(t
√
L) ⊂ {(x, y) ∈ X × X : d(x, y) ≤ t}.

Recall that, in [56], the non-tangential maximal function f ∗
L and the radial max-

imal function f+
L are defined, respectively, by setting, for any f ∈ L2(X ) and x ∈ X ,

f ∗
L(x) := sup

(y, t)∈Γ(x)

∣∣∣e−t2L(f)(y)
∣∣∣ ,(5.3)

where Γ(x) is as in (1.2) with α = 1, and

(5.4) f+
L (x) := sup

t∈(0,∞)

∣∣∣e−t2L(f)(x)
∣∣∣ .

Then we introduce the variable Hardy spaces associated with the non-tangential or
the radial maximal function, respectively, as follows.

Definition 5.6. Let p(·) ∈ P(X ) with p+ ∈ (0, 1].

(i) The Hardy space H
p(·)
L,max(X ) is defined to be the completion of the space

{
f ∈ L2(X ) : ‖f ∗

L‖Lp(·)(X ) <∞
}

with respect to the quasi-norm ‖f‖
H

p(·)
L,max(X )

:= ‖f ∗
L‖Lp(·)(X ) .

(ii) The Hardy space H
p(·)
L,rad(X ) is defined to be the completion of the space

{
f ∈ L2(X ) :

∥∥f+
L

∥∥
Lp(·)(X )

<∞
}

with respect to the quasi-norm ‖f‖
H

p(·)
L,rad(X )

:=
∥∥f+

L

∥∥
Lp(·)(X )

.

The following theorem is the main result of this section, which shows that the

Hardy spaces H
p(·)
L (X ), H

p(·)
L,rad(X ) and H

p(·)
L,max(X ) coincide each other with equivalent

quasi-norms.

Theorem 5.7. Let p(·) ∈ C log(X ) with p− ∈ (0, 1] and L be an operator sat-

isfying Assumptions 5.1 and 5.2. Then the Hardy-type spaces H
p(·)
L (X ), H

p(·)
L,rad(X )

and H
p(·)
L,max(X ) coincide each other with equivalent quasi-norms.

Remark 5.8. (i) In particular, if (X , d, µ) := (Rn, | · |, dx) is the classical
Euclidean space, Theorem 5.7 was obtained in [66].

(ii) If p(·) ≡ p ∈ (0, 1] is a constant exponent, Theorem 5.7 is just [56, Theo-
rem 1.3].

To show Theorem 5.7, we first establish the following several propositions.

Proposition 5.9. Let p(·) ∈ C log(X ) with p− ∈ (0, 1] and L be an operator

satisfying Assumptions 5.1 and 5.2. Then the space H
p(·)
L,rad(X ) coincides H

p(·)
L,max(X )

with equivalent quasi-norms.

Proof. Let f ∈ L2(X ) ∩ H
p(·)
L,rad(X ). Then, by (5.3) and (5.4), it is easy to see

that, for any x ∈ X , f+
L (x) ≤ f ∗

L(x). From this and a density argument, we deduce
that

(5.5) H
p(·)
L,max(X ) ⊂ H

p(·)
L,rad(X ).
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Next, we establish the reverse inclusion. LetN ∈ N. Define the maximal function
M∗∗

N by setting, for any f ∈ L2(X ) and x ∈ X ,

M∗∗
N (f)(x) := sup

y∈X , t∈(0,∞)

[
1 +

d(x, y)

t

]−N ∣∣∣e−t2L(f)(y)
∣∣∣ .

Then, for any f ∈ L2(X ) and x ∈ X , we obtain

f ∗
L(x) = sup

(y, t)∈Γ(x)

∣∣∣e−t2L(f)(y)
∣∣∣

≤ sup
(y, t)∈Γ(x)

[
1 +

d(x, y)

t

]N [
1 +

d(x, y)

t

]−N ∣∣∣e−t2L(f)(y)
∣∣∣

≤ 2N sup
y∈X , t∈(0,∞)

[
1 +

d(x, y)

t

]−N ∣∣∣e−t2L(f)(y)
∣∣∣ = 2NM∗∗

N (f)(x),

(5.6)

where Γ(x) is as in (1.2) with α = 1. On the other hand, by [56, (3.4)], we find that,
if θ ∈ (0, 1) and Nθ > 2D, then, for any f ∈ L2(X ) and almost every x ∈ X ,

(5.7) M∗∗
N (f)(x) .

[
M
([
f+
L

]θ)
(x)
]1/θ

,

where D is as in (2.2) and M as in (2.8). Fix some θ ∈ (0, p−) and N ∈ N such that
Nθ > 2D. From (5.7), (5.6), Lemma 2.2 and Remark 2.1(iii), it follows that, for any
f ∈ L2(X ),

‖f ∗
L‖Lp(·)(X ) . ‖M∗∗

N (f)‖Lp(·)(X ) .

∥∥∥∥
[
M
([
f+
L

]θ)]1/θ
∥∥∥∥
Lp(·)(X )

∼
∥∥∥M

([
f+
L

]θ)∥∥∥
1/θ

L
p(·)
θ (X )

.
∥∥f+

L

∥∥
Lp(·)(X )

.

This, combined with a density argument, implies that H
p(·)
L,rad(X ) ⊂ H

p(·)
L,max(X ). By

this and (5.5), we then complete the proof of Proposition 5.9. �

We now establish the atomic characterization of H
p(·)
L (X ) via beginning with

recalling some notions.

Definition 5.10. Let L satisfy Assumptions 5.1 and 5.2, p(·) ∈ P(X ) with
p+ ∈ (0, 1] and M ∈ N. A function a ∈ L2(X ) is called a (p(·),M)L-atom, associated
with L, if there exist a function b ∈ D(LM) (the domain of LM ) and a ball B :=
B(xB, rB) ⊂ X with xB ∈ X and rB ∈ (0,∞) such that a = LM(b) and, for any
k ∈ {0, . . . , M},

(i) suppLk(b) ⊂ B;
(ii) ‖(r2BL)k(b)‖L2(X ) ≤ r2MB [µ(B)]1/2‖χB‖−1

Lp(·)(X )
.

Definition 5.11. Let L satisfy Assumptions 5.1 and 5.2, p(·) ∈ P(X ) with
p+ ∈ (0, 1] and M ∈ N. For a measurable function f on X , f =

∑∞
j=1 λjaj is called

an atomic (p(·), M)-representation of f if {aj}j∈N is a family of (p(·), M)L-atoms, the
summation converges in L2(X ) and {λj}j∈N ⊂ C satisfies that A({λj}j∈N, {Bj}j∈N) <
∞, where, for any j ∈ N, Bj is the ball associated with aj and A({λj}j∈N, {Bj}j∈N)
is as in (2.19). Let

H
p(·)
L, at,M(X ) := {f : f has an atomic (p(·), M)-representation} .
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Then the variable atomic Hardy space H
p(·)
L, at,M(X ) is defined to be the completion of

H
p(·)
L, at,M(X ) with respect to the quasi-norm

‖f‖
H

p(·)
L, at,M (X )

:= inf

{
A({λj}j∈N, {Bj}j∈N) :

f =
∞∑

j=1

λjaj is an atomic (p(·), M)-representation

}
,

where A({λj}j∈N, {Bj}j∈N) is as in (2.19) and the infimum is taken over all the
atomic (p(·), M)-representations of f as above.

The following proposition establishes the atomic characterization of H
p(·)
L (X ).

Proposition 5.12. Let L satisfy Assumptions 5.1 and 5.2, and p(·) ∈ C log(X )
with p+ ∈ (0, 1].

(i) AssumeM ∈ N. Then, for any f ∈ H
p(·)
L (X )∩L2(X ), there exist {λj}j∈N ⊂ C

and a family {aj}j∈N of (p(·), M)L-atoms, associated with balls {Bj}j∈N of
X , such that f =

∑∞
j=1 λjaj in L2(X ) and

A({λj}j∈N, {Bj}j∈N) ≤ C‖f‖
H

p(·)
L (X )

,

where the positive constant C is independent of f .
(ii) Assume M ∈ (D

2
( 1
p−

− 1
2
), ∞). Then there exists a positive constant C such

that, for any f ∈ H
p(·)
L, at,M(X ),

‖f‖
H

p(·)
L (X )

≤ C‖f‖
H

p(·)
L, at,M (X )

.

To prove Proposition 5.12, we need some preliminary. Take a positive function
φ ∈ C∞

c (R) with suppφ ∈ (−1, 1). Let Φ be the Fourier transform of ψ. For any
M ∈ Z+ and x ∈ R, let Ψ(x) := x2(M+1)Φ(x) and consider the operator πΨ,L, which
is defined by setting, for any F ∈ T 2(X+) and x ∈ X ,

(5.8) πΨ,L(F )(x) :=

ˆ ∞

0

Ψ(t
√
L)(F (·, t))(x) dt

t
.

The operator πΨ,L is bounded from T 2(X+) to L2(X ). Indeed, let F ∈ T 2(X+).
Then, by the fact that L is self-adjoint, Lemma 2.12 and [3, Theorem F], we find
that, for any g ∈ L2(X ) with ‖g‖L2(X ) = 1,

∣∣∣∣
ˆ

X
πΨ,L(F )(x)g(x) dµ(x)

∣∣∣∣ =
∣∣∣∣
ˆ ∞

0

ˆ

X
F (x, t)Ψ(t

√
L)(g)(x) dµ(x)

dt

t

∣∣∣∣

≤ ‖F‖T 2(X+)

∥∥∥Ψ(t
√
L)(g)

∥∥∥
T 2(X+)

. ‖F‖T 2(X+)

[
ˆ ∞

0

∥∥∥Ψ(t
√
L)(g)

∥∥∥
2

L2(X )

dt

t

]1/2

. ‖F‖T 2(X+)‖g‖L2(X ) . ‖F‖T 2(X+),

which further implies that πΨ,L is bounded from T 2(X+) to L2(X ).
The following lemma plays a key role in the proof of Proposition 5.12.

Lemma 5.13. Let p(·) ∈ P(X ) and L satisfy Assumptions 5.1 and 5.2. Assume
that A is a (p(·), ∞)-atom associated with a ball B ⊂ X . Then, for any M ∈ N,
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there exists a positive constant C(M), independent of A, such that C(M)πΨ,L(A) is a
(p(·), M)L-atom associated with 2B.

Proof. Let A be a (p(·), ∞)-atom associated with a ball B := B(xB, rB) for
some xB ∈ X and rB ∈ (0, ∞). Define

(5.9) a := πΨ, L(A) and b :=

ˆ ∞

0

t2(M+1)LΦ(t
√
L)(A(·, t))(x) dt

t
,

where πΨ, L is as in (5.8). Then we obtain a = LM (b). Moreover, by Lemma 5.5 and
the fact that suppA ⊂ T (B), we know that, for any k ∈ {0, . . . , M},
(5.10) suppLk(b) ⊂ 2B.

On the other hand, when k ∈ {0, . . . , M}, by (5.9), (5.8) and the fact that L is
self-adjoint, we find that, for any g ∈ L2(X ),

ˆ

X
(r2BL)

k(b)(x)g(x) dµ(x)

=

ˆ

X

ˆ ∞

0

r2kB t
2(M+1)Lk+1Φ(t

√
L)(A(·, t))(x)g(x) dt

t
dµ(x)

=

ˆ ∞

0

ˆ

X
r2kB t

2(M+1)A(x, t)Lk+1Φ(t
√
L)(g)(x) dµ(x)

dt

t
.

From this, the fact that suppA ⊂ T (B), Lemma 2.12 and (2.18), we deduce that,
for any k ∈ {0, . . . , M} and g ∈ L2(X ) with ‖g‖L2(X ) = 1,

∣∣∣∣
ˆ

X
(r2BL)

k(b)(x)g(x) dµ(x)

∣∣∣∣

≤ r2MB

¨

T (B)

|A(x, t)|
∣∣∣(t2L)k+1Φ(t

√
L)(g)(x)

∣∣∣ dµ(x) dt
t

≤ r2MB ‖A‖T 2(X+)

∥∥∥(t2L)k+1Φ(t
√
L)(g)

∥∥∥
T 2(X+)

= r2MB ‖A‖T 2(X+)‖g‖L2(X ) . r2MB [µ(B)]
1
2‖χB‖−1

Lp(·)(X )
,

which further implies that
∥∥(r2BL)k(b)

∥∥
L2(X )

. r2MB [µ(B)]
1
2‖χB‖−1

Lp(·)(X )
.

Combining this and (5.10), we then complete the proof of Lemma 5.13. �

Using Lemma 5.13, we now show Proposition 5.12.

Proof of Proposition 5.12. We first prove (i). For any f ∈ H
p(·)
L (X )∩L2(X ) and

(x, t) ∈ X+, let F (x, t) := t2Le−t
2L(f)(x). By [3, Theorem F], we know that t2Le−t

2L

is bounded from L2(X ) to T 2(X+). This, together with f ∈ H
p(·)
L (X )∩L2(X ), implies

that F ∈ T p(·)(X+) ∩ T 2(X+). Then, by Proposition 2.13, we further conclude that
there exist {λj}j∈N ⊂ C and a family {aj}j∈N of (p(·), ∞)-atoms, associated with
balls {Bj}j∈N of X , such that

(5.11) F =

∞∑

j=1

λjaj in T 2(X+) ∩ T p(·)(X+)

and

A({λj}j∈N, {Bj}j∈N) ∼ ‖F‖T p(·)(X+) ∼ ‖f‖
H

p(·)
L (X )

,(5.12)
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where A({λj}j∈N, {Bj}j∈N) is as in (2.19).
Let M ∈ N and πΨ,L be as in (5.8). By the bounded holomorphic functional

calculi for L, we find that
(5.13)

f = C(M)

ˆ ∞

0

(t2L)M+1Φ(t
√
L)
(
t2Le−t

2L(f)
) dt

t
= C(M)πΨ, L(F ) in L2(Rn),

where C(M) is a positive constant such that C(M)

´∞
0
t2(M+2)Φ(t)e−t

2 dt
t
= 1. From

the fact that πΨ, L is bounded from T 2(X+) to L2(X ), (5.11) and (5.13), we deduce
that

f = C(M)πM,L

( ∞∑

j=1

λjaj

)
= C(M)

∞∑

j=1

λjπM,L(aj) in L2(X ).(5.14)

Moreover, by Lemma 5.13, we find that {πM,L(aj)}j∈N is a harmless positive con-
stant multiple of a family of (p(·), M)L-atoms. Thus, (5.14) is an atomic (p(·), M)-
representation of f . This, together with (5.12), then finishes the proof of (i).

The proof of (ii) is similar to that of Proposition 3.5, the details being omitted.
This finishes the proof of Proposition 5.12. �

Proposition 5.14. Let p(·) ∈ C log(X ) with p− ∈ (0, 1] and L be an operator
satisfying Assumptions 5.1 and 5.2. Then there exists a positive constant C such

that, for any f ∈ H
p(·)
L (X ),

‖f‖
H

p(·)
L,max(X )

≤ C‖f‖
H

p(·)
L (X )

.

Proof. Let f ∈ H
p(·)
L (X ) ∩ L2(X ). By (i) of Proposition 5.12, we know that

there exist {λj}j∈N ⊂ C and a family {aj}j∈N of (p(·), M)L-atoms with M ∈ N,
associated with balls {Bj}j∈N of X , such that

(5.15) f =
∑

j∈N
λjaj in L2(X )

and

(5.16) A({λj}j∈N, {Bj}j∈N) . ‖f‖
H

p(·)
L (X )

.

Next, we prove that, for any f ∈ H
p(·)
L (X ) ∩ L2(X ),

(5.17) ‖f‖
H

p(·)
L,max(X )

. A({λj}j∈N, {Bj}j∈N).

To this end, we first show that the non-tangential maximal function f ∗
L is bounded

on L2(X ). Indeed, let f ∈ L2(X ). Then, by Assumption 5.2, (2.2) and (2.3), we
conclude that, for any x ∈ X , t ∈ (0,∞) and y ∈ B(x, t),

∣∣∣e−t2L(f)(y)
∣∣∣ =

∣∣∣∣
ˆ

X
Wt2(y, z)f(z) dµ(z)

∣∣∣∣ ≤
ˆ

X

1

V (y, t)
e−c

[d(y,z)]2

t2 |f(z)| dµ(z)

≤
∞∑

j=0

ˆ

Uj(B(y,t))

1

V (y, t)
e−4j |f(z)| dµ(z)

.
∞∑

j=0

1

V (x, t)

ˆ

B(y,2j t)

e−4j |f(z)| dµ(z)

(5.18)
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.
∞∑

j=0

2jDe−4j

V (x, 2j+1t)

ˆ

B(x,2j+1t)

|f(z)| dµ(z)

.
∞∑

j=0

2jDe−4jM(f)(x) .M(f)(x),

where Uj(B(y, t)) is as in (1.3) with B replaced by B(y, t). Hence, we find that,
for any f ∈ L2(X ) and x ∈ X , f ∗

L(x) . M(f)(x). By this and the fact that M is
bounded on L2(X ), we know that f ∗

L is bounded on L2(X ). Combining this, (5.15)

and the Riesz theorem, we conclude that, for any f ∈ H
p(·)
L (X ) ∩ L2(X ) and almost

every x ∈ X ,

f ∗
L(x) ≤

∞∑

j=1

|λj|(aj)∗L(x) ≤
∞∑

j=1

∞∑

k=0

|λj|(aj)∗L(x)χUk(Bj )(x).

Thus, we have

‖f ∗
L‖p−Lp(·)(X )

≤
∥∥∥∥∥

[ ∞∑

k=0

∞∑

j=1

|λj|(aj)∗LχUk(Bj)

]p−∥∥∥∥∥
L

p(·)
p− (X )

≤
∞∑

k=0

∥∥∥∥∥∥

{ ∞∑

j=1

|λj |p−
[
(aj)

∗
LχUk(Bj)

]p−
} 1

p−

∥∥∥∥∥∥

p−

Lp(·)(X )

.

(5.19)

We now claim that there exist positive constants C and θ ∈ (D( 1
p−

− 1
2
),∞) such

that, for any k ∈ Z+ and (p(·), M)L-atom a, associated with ball B := B(xB, rB) for
some xB ∈ X and rB ∈ (0,∞),

‖a∗L‖L2(Uk(B)) ≤ C2−kθ [µ(B)]
1
2 ‖χB‖−1

Lp(·)(X ) .(5.20)

If this claim is true, then, by (5.19) and an argument similar to that used in (3.6),
we obtain (5.17), which, together with (5.16), then completes the proof of Proposi-
tion 5.14.

Next, we prove the above claim (5.20). Indeed, when k ∈ {0, 1, 2}, by the
boundedness of f ∗

L on L2(X ) and Definition 5.10, we obtain

‖a∗L‖L2(Uk(B)) . ‖a‖L2(X ) . [µ(B)]1/2‖χB‖−1
Lp(·)(X )

.

When k ∈ N and k ≥ 3, for any x ∈ Uk(B), we write

a∗L(x) = sup
(y, t)∈Γ(x)

∣∣∣e−t2L(a)(y)
∣∣∣

≤ sup
t∈(0,c2kηrB ]

d(x,y)<t

∣∣∣e−t2L(a)(y)
∣∣∣+ sup

t∈[c2kηrB,∞)

d(x,y)<t

∣∣∣e−t2L(a)(y)
∣∣∣

=: I(x) + II(x),

(5.21)

where c ∈ (0,∞) and η ∈ (0, 1) are constants which are determined later, and Γ(x)
is as in (1.2) with α = 1.
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We first estimate I. Observe that, for any k ∈ N∩ [3, ∞), x ∈ Uk(B), y ∈ B(x, t)
and z ∈ B,

d(y, z) ≥ d(x, xB)− d(x, y)− d(z, xB)

≥ 2k−1rB − c2kηrB − rB ≥ (1− c23η−1)2k−2rB.

Fix c small enough such that 1−c23η−1 ∈ (0, 1). Then, by Assumption 5.2 and (2.3),
we find that, when k ∈ N and k ≥ 3, for any x ∈ Uk(B),

I(x) ≤ sup
t∈(0,2kηrB ]

d(x,y)<t

ˆ

X
|Wt2(y, z)a(z)| dµ(z)

. sup
t∈(0,2kηrB ]

d(x,y)<t

ˆ

X

1

V (y, t)
e−c

[d(y,z)]2

t2 |a(z)| dµ(z)

. sup
t∈(0,2kηrB ]

ˆ

B(xB ,rB)

1

V (x, t)
e−c

4kr2B
t2 |a(z)| dµ(z).

(5.22)

By (2.3) and (2.2), we know that, for any x ∈ Uk(B) and t ∈ (0, c2kηrB],

1

V (x, t)
.

[
1 +

d(x, xB)

t

]D
1

V (xB, t)
.

[
1 +

2krB
t

]D
1

V (xB, t)

.

(
2krB
t

)2D
1

V (xB, 2krB)
.

(
2krB
t

)2D
1

V (xB, rB)
.

This, combined with (5.22) and the Hölder inequality, implies that, for any x ∈
Uk(B),

I(x) . sup
t∈(0,c2kηrB ]

e−c
4kr2B
t2

(
2krB
t

)2D
1

V (xB, rB)

ˆ

B(xB , rB)

|a(z)| dµ(z)

. e−c4
k(1−η)

[µ(B)]−1/2‖a‖L2(X ) . 2−kN‖χB‖−1
Lp(·)(X )

,

where N ∈ N ∩ ( D
p−
, ∞) is a fixed constant. Hence,

‖I‖L2(Uk(B)) . 2−Nk
[
µ(2kB)

] 1
2 ‖χB‖−1

Lp(·)(X )
. 2−k(N−D

2
)[µ(B)]

1
2‖χB‖−1

Lp(·)(X )
.(5.23)

Next, we estimate II. For any x ∈ Uk(B), we have

II(x) = sup
t∈[c2kηrB,∞)

d(x,t)<t

r2MB t−2M
∣∣∣(t2L)Me−t2L

(
r−2M
B b

)
(y)
∣∣∣

. 2−2Mηk
(
r−2M
B b

)∗
L,M

(x),

where b ∈ D(LM) such that a = LM(b) and, for any f ∈ L2(X ) and x ∈ X ,

f ∗
L,M(x) := sup

(y, t)∈Γ(x)

∣∣∣(t2L)Me−t2L(f)(y)
∣∣∣ ,

where Γ(x) is as in (1.2) with α = 1. By this, Remark 5.3(ii) and an argument similar
to that used in (5.18), we find that, for any x ∈ Uk(B),

II(x) . 2−2MηkM
(
r−2M
B b

)
(x).

Thus, we obtain

‖II‖L2(Uk(B)) . 2−2Mηk [µ(B)]1/2 ‖χB‖−1
Lp(·)(X )

.



80 Dachun Yang and Junqiang Zhang

By taking some M ∈ (D
2
( 1
p−

− 1
2
), ∞) and η ∈ (0, 1), we have 2Mη > D( 1

p−
− 1

2
).

Combining this, (5.23) and (5.21), we obtain (5.20), which completes the proof of
Proposition 5.14. �

Let F be a measurable function on X+. For any α ∈ (0, ∞) and x ∈ X , define

F ∗
α(x) := sup

(y, t)∈Γα(x)

|F (y, t)|,(5.24)

where Γα(x) is as in (1.2).

Lemma 5.15. Let p(·) ∈ C log(X ) with 0 < p− ≤ p+ <∞ and 0 < α2 ≤ α1 <∞.
If λ ∈ (0, p−), then there exists a positive constant C such that, for any measurable
function F on X+,

∥∥F ∗
α1

∥∥
Lp(·)(X )

≤ C

(
1 +

α1

α2

) 2D
λ ∥∥F ∗

α2

∥∥
Lp(·)(X )

.

Proof. Let 0 < α2 ≤ α1 < ∞ and λ ∈ (0, p−) be as in the assumption of this
lemma. By (5.24), we know that, for any x ∈ X , there exists some (y, t) ∈ Γα1(x)
such that F ∗

α1
(x) ≤ 2|F (y, t)|. From this, we deduce that, for any z ∈ B(y, α2t),

F ∗
α2
(z) = sup

(z̃, t)∈Γα2 (z)

|F (z̃, t)| ≥ |F (y, t)| ≥ 1

2
F ∗
α1
(x),

which, together with the fact that d(x, y) < α1t, further implies that, for any x ∈ X ,
[
1

2
F ∗
α1
(x)

]λ
≤ 1

V (y, α2t)

ˆ

B(y, α2t)

[
F ∗
α2
(z)
]λ
dµ(z)

≤ V (x, d(x, y) + α2t)

V (y, α2t)

1

V (x, d(x, y) + α2t)

×
ˆ

B(x, d(x,y)+α2t)

[
F ∗
α2
(z)
]λ
dµ(z)

≤ V (x, (α1 + α2)t)

V (y, α2t)
M
([
F ∗
α2

]λ)
(x).

(5.25)

Moreover, by (2.2) and (2.3), we have

V (x, (α1 + α2)t) .

(
1 +

α1

α2

)D
V (x, α2t)

.

(
1 +

α1

α2

)D [
1 +

d(x, y)

α2t

]D
V (y, α2t) .

(
1 +

α1

α2

)2D

V (y, α2t).

Combining this and (5.25), we find that, for any x ∈ X ,

F ∗
α1
(x) .

(
1 +

α1

α2

) 2D
λ [

M
([
F ∗
α2

]λ)
(x)
] 1

λ
.

Therefore, by the fact that λ ∈ (0, p−), Remark 2.1(iii) and Lemma 2.2, we obtain

∥∥F ∗
α1

∥∥
Lp(·)(X )

.

(
1 +

α1

α2

) 2D
λ
∥∥∥∥
[
M
([
F ∗
α2

]λ)
(x)
] 1

λ

∥∥∥∥
Lp(·)(X )

∼
(
1 +

α1

α2

) 2D
λ ∥∥∥M

([
F ∗
α2

]λ)
(x)
∥∥∥

1
λ

L
p(·)
λ (X )

.

(
1 +

α1

α2

) 2D
λ

‖F ∗
α2
‖Lp(·)(X ),
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which completes the proof of Lemma 5.15. �

Let ϕ ∈ S(R) be an even function. Then, for any f ∈ L2(X ) and x ∈ X , define

ϕ∗
L,α(f)(x) := sup

(y, t)∈Γα(x)

∣∣∣ϕ(t
√
L)(f)(y)

∣∣∣ .

Lemma 5.16. Let p(·) ∈ C log(X ) and L satisfy Assumptions 5.1 and 5.2. Let
0 < α2 ≤ α1 < ∞. Assume that ϕ, ψ ∈ S(R) are even functions satisfying ϕ(0) =
ψ(0) = 1. Then there exists a positive constant C := C(ϕ,ψ, α1, α2), depending on ϕ,
ψ, α1 and α2, such that, for any f ∈ L2(X ),

∥∥ϕ∗
L,α1

(f)
∥∥
Lp(·)(X )

≤ C
∥∥ψ∗

L, α2
(f)
∥∥
Lp(·)(X )

.(5.26)

Proof. For any x ∈ X , let Φ(x) := ϕ(x)−ψ(x). To prove (5.26), by Lemma 5.15,
it suffices to show that, for any f ∈ L2(X ),

(5.27)
∥∥Φ∗

L, 1

∥∥
Lp(·)(X )

.
∥∥ψ∗

L, 1(f)
∥∥
Lp(·)(X )

.

Indeed, let λ ∈ (2D
p−
, ∞). Then, from the proof of [56, Proposition 2.3], we deduce

that there exists a positive constant C, depending on ϕ and ψ, such that, for any
f ∈ L2(X ) and x ∈ X ,

sup
(y, t)∈Γ(x)

∣∣∣Φ(t
√
L)(f)(y)

∣∣∣ ≤ C sup
s∈(0,∞)

z∈X

[
1 +

d(x, z)

s

]−λ ∣∣∣ψ(s
√
L)(f)(z)

∣∣∣ ,

where Γ(x) is as in (1.2) with α = 1. Thus, we find that, for any f ∈ L2(X ) and
x ∈ X ,

[
Φ∗
L, 1(f)(x)

]p− . sup
s∈(0,∞)

z∈X

[
1 +

d(x, z)

s

]−λp− ∣∣∣ψ(s
√
L)(f)(z)

∣∣∣
p−

.


 sup

d(x, z)<s/2
s∈(0,∞)

+

∞∑

j=0

sup
2j−1s≤d(x, z)<2js

s∈(0,∞)



[
1 +

d(x, z)

s

]−λp− ∣∣∣ψ(s
√
L)(f)(z)

∣∣∣
p−

.
∞∑

j=0

2−jλp−
[
ψ∗
L, 2j (f)(x)

]p− .

This, combined with Remark 2.1(iii) and Lemma 5.15, implies that

∥∥Φ∗
L, 1(f)

∥∥
Lp(·)(X )

.

∥∥∥∥∥∥

{ ∞∑

j=0

2−jλp−
[
ψ∗
L, 2j (f)

]p−
} 1

p−

∥∥∥∥∥∥
Lp(·)(X )

.

{ ∞∑

j=0

2−jλp−
∥∥[ψ∗

L, 2j (f)
]p−∥∥

L
p(·)
p− (X )

} 1
p−

∼
{ ∞∑

j=0

2−jλp−
∥∥ψ∗

L, 2j(f)
∥∥p−
Lp(·)(X )

} 1
p−

.

{ ∞∑

j=0

2−jλp−
(
1 + 2j

) 2Dp−
η
∥∥ψ∗

L, 1(f)
∥∥p−
Lp(·)(X )

} 1
p−

.
∥∥ψ∗

L, 1(f)
∥∥p−
Lp(·)(X )

,
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where η ∈ (0, p−) is a positive constant such that 2D
p−

< 2D
η
< λ. By the fact that

λ ∈ (2D
p−
,∞), we know that such a constant η always exists. Thus, we obtain (5.27)

and hence (5.26), which then completes the proof of Lemma 5.16. �

The following proposition shows that H
p(·)
L,max(X ) ⊂ H

p(·)
L, at,M(X ).

Proposition 5.17. Let M ∈ N, p(·) ∈ C log(X ) and L satisfy Assumptions 5.1

and 5.2. Then, for any f ∈ H
p(·)
L,max(X )∩L2(X ), f has an atomic (p(·), M)-represen-

tation, namely, there exist {λj}j∈N ⊂ C and a sequence {aj}j∈N of (p(·), M)L-atoms,
associated with balls {Bj}j∈N, such that f =

∑
j∈N λjaj in L2(X ) and

(5.28) A({λj}j∈N, {Bj}j∈N) ≤ C‖f‖
H

p(·)
L,max(X )

,

where the positive constant C is independent of f . Moreover, H
p(·)
L,max(X ) ⊂ H

p(·)
L, at,M(X )

and there exists a positive constant C such that, for any f ∈ H
p(·)
L,max(X ),

(5.29) ‖f‖
H

p(·)
L, at,M (X )

≤ C‖f‖
H

p(·)
L,max(X )

.

Proof. To prove Proposition 5.17, we first claim that it suffices to show that,

for any f ∈ H
p(·)
L,max(X )∩L2(X ), f has an atomic (p(·), M)-representation and (5.28)

holds true. Indeed, if this claim holds true, then, from (5.28) and a density argument,
we deduce that (5.29) holds true.

Now, we prove the above claim. Let ϕ ∈ C∞
c (R) be an even function with

suppϕ ⊂ (−1, 1) and Φ the Fourier transform of ϕ. Given any M ∈ N, for any
x ∈ R, let Ψ(x) := x2MΦ(x). By the properties of the functional calculus of L (see,
for example, [64, Chapter XI]), we know that, for any f ∈ L2(X ),

(5.30) f = c−1
Ψ

ˆ ∞

0

Ψ(t
√
L)t2Le−r

2L(f)
dt

t
in L2(X ),

where cΨ :=
´∞
0

Ψ(t)t2e−t
2 dt
t
. For any x ∈ R \ {0}, let

η(x) := c−1
Ψ

ˆ ∞

1

Ψ(tx)t2x2e−t
2x2 dt

t
= c−1

Ψ

ˆ ∞

x

Ψ(y)ye−y
2

dy(5.31)

and η(0) := 1. Then it is easy to see that η ∈ S(R) is an even function. From (5.31),
it follows that, for any given 0 ≤ a ≤ b <∞ and any f ∈ L2(X ),

η
(
a
√
L
)
(f)− η

(
b
√
L
)
(f) = c−1

Ψ

ˆ b

a

Ψ(t
√
L)t2Le−t

2L(f)
dt

t
in L2(X ).

For any f ∈ L2(X ) and x ∈ X , let

ML(f)(x) := sup
(y, t)∈Γ5(x)

[∣∣∣t2Le−t2L(f)(y)
∣∣∣+
∣∣∣η
(
t
√
L
)
(f)(y)

∣∣∣
]
,

where Γ5(x) is as in (1.2) with α = 5. Then, from Lemma 5.16, (5.27) and Lemma 5.15,

we deduce that, for any f ∈ H
p(·)
L,max(X ) ∩ L2(X ),

‖ML(f)‖Lp(·)(X ) . ‖f‖
H

p(·)
L,max(X )

.(5.32)

In what follows, for any open subset O of X , denote by Ô the tent over O with

aperture 4, namely, Ô := T4(O), where T4(O) is as in (2.17) with α = 4. For any
i ∈ Z, let

Oi :=
{
x ∈ X : ML(f)(x) > 2i

}
.
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Then we can decompose X+ as follows:

X+ =
⋃

i∈Z
Ôi =

⋃

i∈Z

(
Ôi \ Ôi+1

)
=:
⋃

i∈Z
Ei.(5.33)

Noticing that, for any i ∈ Z, Oi is an open subset with µ(Oi) <∞, by Lemma 2.14,
we find that, for any i ∈ Z, there exists a sequence {Bi,k}k∈N := {B(ξi,k, ri,k)}k∈N of

balls, with {ξi,k}k∈N ⊂ X and ri,k := dist(ξi,k, O
∁
i )/2 for any k ∈ N, such that

(i) Oi = ∪∞
k=1Bi,k;

(ii) {1
4
Bi,k}k∈N are pairwise disjoint.

For any measurable subset E ⊂ X , let

R(E) := {(y, t) ∈ X : dist(y, E) < 2t}.
For any i ∈ Z and k ∈ Z+, let

R(Bi,0) := ∅ and Ei,k := Ei
⋂[

R(Bi,k) \
k−1⋃

j=0

R(Bi,j)

]
.(5.34)

By this and the fact that Oi = ∪∞
k=1Bi,k, we conclude that Ôi ⊂ [∪j∈NR(Bi,j)] and

[Ei1,k1 ∩Ei2,k2] = ∅ if i1 6= i2 or k1 6= k2. From this, (5.33) and (5.34), we deduce that

X+ =
⋃

i∈Z

{
Ei
⋂[⋃

k∈N
R(Bi,k)

]}

=
⋃

i∈Z

[
Ei
⋂(⋃

k∈N

[
R(Bi,k) \

k−1⋃

j=0

R(Bi,j)

])]
=
⋃

i∈Z

⋃

k∈N
Ei,k.

By this and (5.30), we know that, for any f ∈ H
p(·)
L,max(X ) ∩ L2(X ),

f =
∑

i∈Z

∑

k∈N
c−1
Ψ

ˆ ∞

0

Ψ(t
√
L)
(
χEi,k

t2Le−t
2L(f)

) dt

t
in L2(X )

(see [56, p. 11] for more details on this fact). For any i ∈ Z and k ∈ N, let

λi,k := 2i‖χBi,k
‖Lp(·)(X ), bi,k := c−1

Ψ λ−1
i,k

ˆ ∞

0

t2MΦ(t
√
L)
(
χEi,k

t2Le−t
2L(f)

) dt

t

and

ai,k := LM (bi,k) = c−1
Ψ λ−1

i,k

ˆ ∞

0

Ψ(t
√
L)
(
χEi,k

t2Le−t
2L(f)

) dt

t
.

Then we have f =
∑

i∈Z
∑

k∈N λi,kai,k in L2(X ). Moreover, by [56, p. 12], we know
that, when i ∈ Z and k ∈ N, for any j ∈ {0, . . . , M},

suppLj(bi,k) ⊂ B(ξi,k, 8ri,k)(5.35)

and there exists a positive constant C := C(Ψ), depending on Ψ, such that
∥∥∥
(
r2i,kL

)j
(bi,k)

∥∥∥
L∞(X )

≤ Cr2Mi,k ‖χBi,k
‖−1
Lp(·)(X )

.

This, together with (5.35), implies that {ai,k}i∈Z, k∈N is a harmless positive constant
multiple of a family of (p(·), M)L-atoms associated with balls {8Bi,k}i∈Z, k∈N. There-
fore, to complete the proof of this proposition, it remains to show that

A({λi,k}i∈Z, k∈N, {8Bi,k}i∈Z, k∈N) . ‖f‖
H

p(·)
L,max(X )

.
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Indeed, we have

A({λi,k}i∈Z, k∈N, {8Bi,k}i∈Z, k∈N)

=

∥∥∥∥∥∥

{∑

i∈Z

∑

k∈N

[ |λi,k|χ8Bi,k

‖χ8Bi,k
‖Lp(·)(X )

]p−} 1
p−

∥∥∥∥∥∥
Lp(·)(X )

=

∥∥∥∥∥∥

{∑

i∈Z

∑

k∈N
2ip−χ8Bi,k

} 1
p−

∥∥∥∥∥∥
Lp(·)(X )

.

By this, the fact that, for any ball B of X , χ8B . M(χ 1
4
B), Remark 2.1(iii),

Lemma 2.3 and the above properties (i) and (ii) of Bi,k, we conclude that, for any
given r ∈ (0, p−),

A({λi,k}i∈Z, k∈N, {8Bi,k}i∈Z, k∈N)

.

∥∥∥∥∥∥

{∑

i∈Z

∑

k∈N
2ip−

[
M
(
χ 1

4
Bi,k

)] p−
r

} r
p−

∥∥∥∥∥∥

1
r

L
p(·)
r (X )

.

∥∥∥∥∥∥

{∑

i∈Z

∑

k∈N

[
2irχ 1

4
Bi,k

] p−
r

} 1
p−

∥∥∥∥∥∥
Lp(·)(X )

.

∥∥∥∥∥∥

{∑

i∈Z
2ip−χOi

} 1
p−

∥∥∥∥∥∥
Lp(·)(X )

∼

∥∥∥∥∥∥

{∑

i∈Z
2ip−χOi\Oi+1

} 1
p−

∥∥∥∥∥∥
Lp(·)(X )

. ‖ML(f)‖Lp(·)(X ) .

This, combined with (5.32), then finishes the proof of Proposition 5.17. �

Finally, using the above several propositions, we show Theorem 5.7.

Proof of Theorem 5.7. Let p(·) ∈ C log(X ) with p− ∈ (0, 1] and L be an operator
satisfying Assumptions 5.1 and 5.2. Then, from Proposition 5.9, we deduce that

(5.36) H
p(·)
L,rad(X ) = H

p(·)
L,max(X ) with equivalent quasi-norms.

Let M ∈ N ∩ (D
2
( 1
p−

− 1
2
), ∞). Then, by Proposition 5.12 and a density argu-

ment, we find that the space H
p(·)
L (X ) coincides the space H

p(·)
L,at,M(X ) with equivalent

quasi-norms. Combining this and (5.29), we conclude that, for any f ∈ H
p(·)
L,max(X ),

‖f‖
H

p(·)
L (X )

. ‖f‖
H

p(·)
L,max(X )

. This, together with Proposition 5.14, implies that

H
p(·)
L (X ) = H

p(·)
L,max(X ) with equivalent quasi-norms.

By this and (5.36), we then complete the proof of Theorem 5.7. �
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