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Abstract. We establish an integration by parts formula for Rn-valued Sobolev maps on gener-
alized manifolds and study some applications to quasiregular mappings, such as higher integrability
of the Jacobian. For quasiregular mappings we also give a modulus of continuity estimate depending
on the local index.

1. Introduction

We study quasiregular mappings from a generalized n-manifold to R
n. One mo-

tivation for our study arises from the difficult question of deciding when a given
metric space is locally bi-Lipschitz equivalent to a Euclidean space, or when there
exist locally homeomorphic quasiregular maps from the given space to a Euclidean
space. For those and related questions, see for instance [4],[5], [7] and [8].

We prove a version of Stokes theorem for Lipschitz and Sobolev maps on gen-
eralized manifolds. To be more precise, we prove that if S is a metrically oriented
Ahlfors n-regular generalized manifold (see Section 2 for definitions) and if f is a
Lipschitz map from S to R

n and one of the component functions of f has a compact
support on some relatively compact set Ω ⊂ S then the integral of the Jacobian of f
over Ω vanishes. If in addition S supports a weak n-Poincaré inequality, we can use
an approximation argument to obtain a version of Stokes theorem for Sobolev maps
of class N1,n

loc
(S,Rn), see Theorem 3.1. We combine methods from analysis, topology

and geometric measure theory. In particular, the proof of this result is based on
topological degree and coarea formula, and is geometric in nature.

In [8] Heinonen and Sullivan, among other things, proved that if S ⊂ R
m is a

metrically oriented generalized n-manifold then S is a local Stokes cycle, i.e. each
point p ∈ S has a neighborhood Up such that if ω is a Whitney (n − 1)-form with
support in Up then

´

Up
dω = 0. A differential form ω of the ambient space R

m is

called a Whitney form if it has distributional exterior derivative dω and both ω and
dω have bounded measurable coefficients. In Theorem 3.1 it is not assumed that the
mapping or it’s Jacobian can be extended to the ambient space.

Therorem 3.1 allows us to generalize several well-known results on quasiregular
maps to maps f : S → R

n, where S is as above. In particular, we prove higher
integrability of the Jacobian and a compactness result for K-quasiregular mappings,
see Theorem 4.4 and 4.6 respectively. For those and many other classical results
on quasiregular maps on Euclidean spaces see for instance [1], [9], [15] and [16]. It
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is worth noticing, that in [10], where the Reshetnyak’s theorem was proved in this
generality, the definition of quasiregular mappings included the assumption that the
map is continuous. However, it follows from higher integrability that this assumption
can be removed, see Corollary 4.5.

In the second part of this paper, starting from the analytic definition of quasireg-
ular maps, we prove a local modulus of continuity, see Theorem 7.6. This gives
a local improvement to the classical Hölder-continuity estimate, see Corollary 4.5,
[16, III. Theorem 1.11] or [10, Theorem 6.3]. We also prove that for a nonconstant
quasiregular map, so-called linear inner distortion is bounded by a constant depend-
ing only on the data assosiated with domain space and on the distortion constant,
see Theorem 7.3. The idea of the proof is similar to one given in [16, Theorem III.4.7]
and originally in [12], where the result was proven in Euclidean case. However also
new methods are needed. In particular, we give a modulus inequality that acts as a
substitute for Väisälä’s inequality.

2. Preliminaries

Definition 2.1. Let (X, µ) be a metric measure space, let µ be Borel regular
measure. Moreover, let Γ be a collection of paths in X, and p ≥ 1. We say that a
Borel function ρ : X → [0,∞] is admissible for Γ, ρ ∈ AdmΓ, if

ˆ

γ

ρ ds ≥ 1,

for every locally rectifiable γ ∈ Γ. The p-modulus of Γ, denoted by Modp Γ is,

inf

ˆ

X

ρ(x)p dµ,

where the infimum is taken over all admissible functions ρ ∈ AdmΓ.

If A,B ⊂ X we write Γ(A,B) for the family of all locally rectifiable paths con-
necting A to B in X. If Γ is a family of paths and f a continuous map, we write fΓ
for the path family {f ◦ γ : γ ∈ Γ}. For the basic properties of the modulus see [6]
and [19].

In any metric space X the distance between elements x and y is denoted by
|x− y|. We write αn for the Lebesgue measure of the unit ball in R

n and ωn−1 for
the (n− 1)-dimensional Hausdorff measure of unit sphere in R

n. The n-dimensional
Hausdorff measure is denoted by Hn. If u : X → R, we write spt u for the support
of u. That is spt u = {x ∈ X : u(x) 6= 0}. If u : X → R is a Lipschitz function with
compact support and spt u ⊂ Ω ⊂ X we write u ∈ Lip0(Ω).

Definition 2.2. Let X be metric space and Y a metric space or R. Let f : X →
Y . We say that a Borel function g : X → [0,∞] is an upper gradient of f if

(1) |f(x)− f(y)| ≤
ˆ

γ

g ds

for every locally rectifiable path γ : [0, 1] → X with γ(0) = x and γ(1) = y. Further-
more, we say that g is a p-weak upper gradient of f , if there exists a path family
Γ0, such that Modp(Γ0) = 0 and (1) holds for every γ /∈ Γ0. In the case that
Y = R, f(γ(0)) = ∞ and f(γ(1)) is finite, inequality (1) is understood as require-
ment

´

γ
g ds = ∞. If f(γ(0)) = f(γ(1)) = ∞, inequality (1) is always satisfied.
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Definition 2.3. Let (X, µ) be a metric measure space and p ≥ 1. If u ∈ Lp(X)
has a p-integrable p-weak upper gradient, we say that u ∈ N1,p(X). Let {ui}∞i=1 be
a sequence of functions in N1,p(X). We say that it converges to u ∈ N1,p(X) in the
Newtonian sense, or in N1,p(X), if there exist p-weak upper gradients gi of u − ui,
such that

ˆ

X

|u(x)− ui(x)|p dµ+

ˆ

X

gi(x)
p dµ → 0, as i → ∞.

Assume now that f maps X to R
m. In case that every component function u of f

belongs to the Newtonian space N1,p(X), we write f ∈ N1,p(X,Rm). Convergence
in N1,p(X,Rm) is defined to be convergence of component functions in N1,p(X).
Furthermore we say that f ∈ N1,p

loc
(X) if f has a p-weak upper gradient g, and

f, g ∈ Lp(Ω), for every compact Ω ⊂ X. The space N1,p
loc

(X,Rm) is defined by

the requirement that each component function belongs to N1,p
loc

(X). Convergence

in N1,p
loc

(X,Rm) means convergence of the component functions in N1,p(Ω) for every
compact Ω ⊂ X.

Axioms. In this paper, we assume that S is a locally connected, path connected
and proper metric measure space that is a subset of some Euclidean space and satisfies
the following axioms.

• S is an n-rectifiable set.
• S is Ahlfors n-regular.
• S is linearly locally contractible.
• S is a metrically oriented n-dimensional cohomology manifold.

Next we briefly explain these axioms and discuss some consequences that are
relevant for this work.

Definition 2.4. Fix 2 ≤ n ≤ m and assume S ⊂ R
m is Hn-measurable. We say

that S is n-rectifiable if there exist Lipschitz maps Ψi : R
n → R

m such that

Hn(S \
∞
⋃

i=1

Ψi(R
n)) = 0.

Definition 2.5. Let Q > 0. We say that S endowed with a Borel measure µ is
Ahlfors Q-regular if there exists a constant CA ≥ 1, such that

1

CA

rQ ≤ µ(B(x, r)) ≤ CAr
Q,

for every ball B(x, r) ⊂ S such that r ≤ diam(S).
It is well known that if a locally compact metric space X satisfies the Ahlfors

Q-regularity condition with some Borel measure µ then µ is comparable to Q-
dimensional Hausdorff measure. Thus we always assume that S is equipped with
the n-dimensional Hausdorff measure.

Definition 2.6. We say that a metric space S is linearly locally contractible if
there is a constant C ≥ 1 such that for every compact K ⊂ S there exist rK > 0 such
that B(x, r) is contractible in B(x, Cr) whenever r ≤ rK and x ∈ K. This means that
there exists a homotopy h : B(x, r) × [0, 1] → B(x, Cr) such that h(y, 0) = idB(x,r)

and h(y, 1) is a constant map.

In order to have a theory of topological degree available, we assume that S is an
oriented cohomology n-manifold. For this consider compactly supported Alexander–
Spanier cohomology groups with integer coefficients. We assume that S has local
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cohomology groups of degree n− 1 and higher equivalent to those of an n-manifold.
Furthermore we assume that S is orientable and that the orientation is chosen. By
these assumptions, it is possible to define the local degree µ(y, f, U) whenever f : S →
R

n is continuous, U ⊂ S is a domain and y /∈ f(∂U). Here and in what follows,
domain is an open and connected set. For the precise definition of the degree see [7]
and [10]. We say that a continuous f : S → R

n is sense-preserving if µ(y, f, U) ≥ 0
whenever defined.

Since S is n-rectifiable for Hn-almost every x ∈ S there exists an approximate
tangent plane TxS which is an n-dimensional vector space, see [13, Theorem 15.19].
The collection of all those planes is called tangent bundle TS. By saying that S
is metrically oriented we mean that the orientation of the tangent bundle TS is
chosen in a way that Hn-almost every x ∈ S has a sufficiently small neighborhood
U satisfying µ(x, πx, U) = 1. Here πx : S → TxS is the restriction of orthogonal
projection from the ambient space R

m to TxS. For a detailed discussion on metric
orientation we refer to [7] and [10]. From now on, we assume that S is metrically
oriented and in particular an orthonormal basis for each tangent plane is chosen.
This assumption does not cause any new restrictions. In fact, it is proven in [8,
Example 3.10] that under our axioms such an orientation for the tangent bundle TS
can be found.

From the definition and basic properties of Alexander–Spanier cohomology it is
not too difficult to show that the topological degree satisfies the following properties.

Lemma 2.7. Let U ⊂ S be a domain. For every continuous map f : S → R
n

the topological degree satisfies the following:

(1) If {U1, U2, . . . , Uk} is a collection of domains with Ui ∩Uj = ∅, for every i 6= j

and U ∩ f−1(y) ⊂ ⋃k

i=1 Ui ⊂ U , then

µ(y, f, U) =
k

∑

i=1

µ(y, f, Ui),

for every y ∈ f(U) \ f(∂U).
(2) µ(y, f, U) is constant on each connected component of Rn \ f(∂U). In par-

ticular, µ(y, f, U) = 0 for each y ∈ f(U)c \ f(∂U).
(3) Let f and g be continuous mappings from S to R

n. Let y ∈ R
n such that

there is homotopy ht between f and g with y /∈ ht(∂U) for every t. Then

µ(y, f, U) = µ(y, g, U).
(4) Let T : Rn → R

n be a linear bijection. Then µ(y, T, U) = sgn (det T ), for

every y ∈ T (U).

It follows from a deep result of Semmes [17] that if a metric measure space
X ⊂ R

m is Ahlfors n-regular, has cohomology modules as described above and is also
linearly locally contractible, then X supports a 1-Poincaré inequality and therefore by
[6, Theorem 7.3.2] and [6, Corollary 8.1.36] the space S supports a Sobolev–Poincaré
inequality. That is, for p ≥ 1 there exist constants Cp ≥ 1 and λ ≥ 1 such that for

every f ∈ N1,p
loc

(X) we have

(2)

(
 

B

|f(x)− fB|p
∗

dµ

)
1

p∗

≤ Cp diam(B)

(
 

λB

g(x)p dµ

)
1

p

,

whenever g is a p-weak upper gradient of f , and ball B ⊂ X satisfies diamB ≤
diamX. Here p∗ = pn

n−p
and fB is the integral average fB =

ffl

B
f = 1

µ(B)

´

B
f(x) dµ.
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One consequence of this inequality is that Lipschitz mappings form a dense subset
of N1,n

loc
(S,Rk), see for instance [6, Theorem 7.2.1]. In some of our results including

Thoeorem 3.1 and Theorems 4.4 and 4.6 the assumption of linear local contractibility
could be removed if one instead assumes that S is metrically orientable and supports
a weak n-Poincaré inequality. In fact, Theorem 3.1 holds for Lipschitz mappings
even without assumption of the Poincaré inequality. However we assume that S is
linearly locally contractible because that assumption is geometrically more clear and
implies that S is metrically orientable and supports a weak Poincaré inequality.

3. An integration by parts formula

In this section we prove the following integration by parts formula, which is one
of the main results of this paper.

Theorem 3.1. Let f ∈ N1,n
loc

(S,Rn). Assume that Ω ⊂ S is a relatively compact

open set and η : S → R a Lipschitz map with spt η ⊂ Ω. Then for each 1 ≤ k ≤ n,

(3)

ˆ

Ω

ηJf dHn = −
ˆ

Ω

fkJ(f1, . . . , fk−1, η, fk+1, . . . , fn) dHn.

Here the Jacobian Jf is defined as follows.

Definition 3.2. If f ∈ N1,n
loc

(S,Rk) then f is approximately differentiable Hn-
almost everywhere, see [10, Corollary 2.17]. The approximate derivative is a linear
map from the shifted approximate tangent plane, apDf(x) : TxS − x → R

k, see [2,
Definition 3.2.16] or [10] for the definition. The Jacobian determinant is

Jf (x) =











det apDf(x) if k = n,
√

det(apDf(x) apDf(x)T ) if k < n,
√

det(apDf(x)T apDf(x)) if k > n.

Recall that S is metrically oriented and thus an orthonormal basis for each tangent
plane is chosen. Often, in the case that f : S → R

n, f = (f1, f2, . . . , fn) is approxi-
mately differentiable Hn-almost everywhere, we use notation Jf = J(f1, f2, . . . , fn).

If f ∈ N1,n
loc

(S,Rn), the norm of the approximate differential satisfies

(4) ‖apDf(x)‖ = sup
|y|=1

|apDf(x)y| ≤ C(S)g(x),

for Hn-almost every x ∈ S. Here g can be any n-weak, n-integrable upper gradient
of f . If, in addition f is continuous, then ‖apDf(·)‖ is an n-weak upper gradient of
f . For those facts see [10, Lemma 2.28] and [10, Lemma 2.29].

The following coarea formula is stated in greater generality in [2, Theorem 3.2.22].

Theorem 3.3. Let k ≤ n and assume f : S → R
k is Lipschitz. Then for every

integrable function g : S → R,
ˆ

S

g(x) |Jf(x)| dHn(x) =

ˆ

Rk

ˆ

f−1(y)

g(x) dHn−k(x) dHk(y).

Besides approximate differentiability there is also a stronger concept of differen-
tiability that turns out to be useful in the proof of Theorem 3.1.

Definition 3.4. We say that f : S → R
k is differentiable at x ∈ S, if TxS exists

and if there is a map g : Rm → R
k, which is differentiable at x, and coincides with f
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on S. The restriction of Dg(x) to the shifted approximate tangent plane TxS − x is
called differential of f at x and denoted by Df(x). That is,

Df(x) : TxS − x → R
k, Df(x) = Dg(x)|TxS−x.

It is proven in [10, Lemma 2.20] that Lipschitz mappings from S to a Euclidean
space are differentiable Hn-almost everywhere. If f is differentiable at x ∈ S then it is
also approximately differentiable and the differentials apDf(x) and Df(x) coincide.

Lemma 3.5. Let f : S → R
n be a Lipschitz map and Ω ⊂ S a relatively compact

domain. Then

µ(y, f,Ω) =
∑

x∈f−1(y)∩Ω

sgn Jf(x)

for Hn-almost every y ∈ R
n \ f(∂Ω).

Proof. If y ∈ f(Ω)c \ f(∂Ω), Lemma 2.7(2) gives µ(y, f,Ω) = 0 and the claim is
clear. Let y ∈ f(Ω) \ f(∂Ω). By the coarea formula of Theorem 3.3 we may assume
that f−1(y)∩Ω is finite and Jf (x) 6= 0 for every x ∈ f−1(y)∩Ω. Furthermore, since
Lipschitz mappings are differentiable Hn-almost everywhere, we may assume that f
is differentiable on f−1(y)∩Ω. For each xi ∈ f−1(y)∩Ω we find a relatively compact
domain Ui containing xi. We may assume that the sets Ui are pairwise disjoint. We
will show that for every Ui,

(5) µ(y, f, Ui) = sgn Jf (xi).

Fix xi ∈ f−1(y)∩Ω. After translating we may assume that xi = 0 and f(xi) = y = 0.
Furthermore, since S is metrically oriented we may assume that µ(0, π0, Ui) = 1.
Recall that π0 : S → T0S is the restriction of orthogonal projection. On the other
hand, since Jf(0) 6= 0 it follows from Lemma 2.7(4) that µ(0, Df(0), Ui) = sgn Jf(0).
Therefore

µ(y,Df(0)π0, Ui) = sgn Jf(0).

Because f is differentiable at 0 and Jf (0) 6= 0 we have

0 < λ := inf
|z|=1

|Df(0)z| .

In addition, 2 |π0z| ≥ |z|, for z ∈ S with sufficiently small |z|, see [10, Corollary 2.13].
Therefore |Df(0)π0z| ≥ λ

2
|z|, whenever z ∈ S with sufficiently small |z|. By this

fact, using the definition of differentiability it is not too difficult to see that Ui can
be chosen such that, for the set Ui

gt(z) = tDf(0)π0z + (1− t)f(z)

is a homotopy between f and Df(0)π0 as in Lemma 2.7(3). This gives

µ(0, f, Ui) = µ(0, Df(0)π0, Ui) = sgn Jf(0),

and proves (5). Now the claim follows from Lemma 2.7(1). �

The following lemma based on a simple geometric observation is a key towards
Theorem 3.1.

Lemma 3.6. Let f : S → R
n be a Lipschitz map and let Ω ⊂ S be a relatively

compact open set. Assume that for some 1 ≤ k ≤ n the k:th component function fk
has compact support on Ω. Then

ˆ

Ω

Jf(x) dHn(x) = 0.
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Proof. Assume first that Ω ⊂ S is connected. Since spt fk ⊂ Ω, f maps ∂Ω into
the hyperplane {y ∈ R

n : yk = 0} and thus Hn(f(∂Ω)) = 0. By the coarea formula
of Theorem 3.3 and by Lemma 3.5 we have

ˆ

Ω

Jf (x) dHn(x) =

ˆ

Ω

|Jf(x)| sgn Jf (x) dHn(x)

=

ˆ

f(Ω)

∑

x∈f−1(y)∩Ω

sgn Jf (x) dHn(x) =

ˆ

f(Ω)

µ(y, f,Ω) dHn(y).

Thus it suffices to show that µ(y, f,Ω) = 0 for Hn-almost every y ∈ R
n \ f(∂Ω).

Since f(Ω) ⊂ R
n is compact we find y′ ∈ {y ∈ R

n : yk > 0} \ f(Ω). In particular y′

satisfies µ(y′, f,Ω) = 0. Since f(∂Ω) ⊂ {y ∈ R
n : yk = 0} we infer that each point

of {y ∈ R
n : yk > 0} lies in the same connected component of Rn \ f(∂Ω) with y′

and therefore by Lemma 2.7(2) µ(y, f,Ω) = 0 for every y ∈ {y ∈ R
n : yk > 0}. A

similar reasoning shows that µ(y, f,Ω) = 0 for every y ∈ {y ∈ R
n : yk < 0}. This

proves the claim in the case that Ω is connected. Now consider the case that Ω is
not connected but open and relatively compact. In this case Ω consists of countably
many connected components {Ωi}i and each of them is a relatively compact. Since
sptfk ⊂ Ω we have fk(∂Ωi) = 0 and therefore

´

Ωi
Jf dHn = 0 as above. Thus

ˆ

Ω

Jf dHn(x) =
∑

i

ˆ

Ωi

Jf dHn(x) = 0.

This completes the proof. �

The following corollary gives the equality of Theorem 3.1 in the case that f is
Lipschitz.

Corollary 3.7. Let f : S → R
n be a Lipschitz map and Ω ⊂ S a relatively

compact open set. Let η : S → R be a Lipschitz function with spt η ⊂ Ω. Then

equation (3) holds.

Proof. Since our notion of differential satisfy the usual Leibniz rule and because
determinant is multilinear we may apply Lemma 3.6 to map

(f1, . . . , fk−1, ηfk, fk+1, . . . , fn)

and find equality (3) for Lipschitz mappings. �

Next we use an approximation argument to generalize Corollary 3.7 to Theo-
rem 3.1.

Proof of Theorem 3.1. Fix 1 ≤ k ≤ n. Under our assumptions on S, Lipschitz
mappings form a dense subset of N1,n

loc
(S,Rn) and thus by Corollary 3.7 is suffices to

show that if {f j}∞j=1 is a sequence of Lipschitz mappings converging to f ∈ N1,n
loc

(Ω),
then

ˆ

Ω

ηJfj dHn →
ˆ

Ω

ηJf dHn,

and
ˆ

Ω

f j
kJ(f

j
1 , . . . , f

j
k−1, η, f

j
k+1, . . . , f

j
n) dHn →

ˆ

Ω

fkJ(f1, . . . , fk−1, η, fk+1, . . . , fn) dHn,
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as j → ∞. The first convergence follows directly from [10, Corollary 2.31]. For the
second, we need to show that

ˆ

Ω

(f j
k − fk)J(f

j
1 , . . . , f

j
k−1, η, f

j
k+1, . . . , f

j
n) dHn → 0

and

(6)

ˆ

Ω

fk
(

J(f j
1 , . . . , f

j
k−1, η, f

j
k+1, . . . , f

j
n)−J(f1, . . . , fk−1, η, fk+1, . . . , fn)

)

dHn → 0.

Here,
∣

∣

∣

∣

ˆ

Ω

(f j
k − fk)J(f

j
1 , . . . , f

j
k−1, η, f

j
k+1, . . . , f

j
n) dHn

∣

∣

∣

∣

≤
(
ˆ

Ω

∣

∣f j
k − fk

∣

∣

n
dHn

)
1

n

Lip η

(
ˆ

Ω

∥

∥Df j
∥

∥

n
dHn

)
n−1

n

→ 0,

as f j → f in N1,n
loc

(Ω,Rn). On the other hand,
∣

∣

∣

∣

ˆ

Ω

fk
(

J(f j
1 , . . . , f

j
k−1, η, f

j
k+1, . . . , f

j
n)− J(f1, . . . , fk−1, η, fk+1, . . . , fn)

)

dHn

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

ˆ

Ω

fk
∑

i 6=k

J(f j
1 , f

j
2 , . . . , f

j
i−1, f

j
i − fi, fi+1, . . . , fk−1, η, fk+1, . . . , fn) dHn

∣

∣

∣

∣

∣

≤ Lip η

ˆ

Ω

|fk|
(
∥

∥Df j
∥

∥+ ‖apDf‖
)n−2 ∥

∥apD(f j − f)
∥

∥ dHn

≤ Lip η

(
ˆ

Ω

|fk|n dHn

)
1

n
(
ˆ

Ω

(
∥

∥Df j
∥

∥+ ‖apDf‖
)n

dHn

)
n−2

n

·
(
ˆ

Ω

∥

∥apD(f j − f)
∥

∥

n
dHn

)
1

n

→ 0,

by (4) as j → ∞. Thus the claim follows. �

4. Higher integrability, continuity and compactness

In this section we prove higher integrability for the Jacobian of quasiregular
mappings. The integration by parts formula of Theorem 3.1 is a crucial tool here.
We start with the definition of quasiregular map.

Definition 4.1. We say that f ∈ N1,n
loc

(S,Rn) is quasiregular if there exists a
constant K ≥ 1 such that

(7) ‖apDf(x)‖n ≤ KJf (x),

for Hn-almost every x ∈ S.

Remark 4.2. The smallest constant K ≥ 1 satisfying (7) is called outer distor-
tion and denoted by KO. It is a linear algebraic fact that

∥

∥apD♯f(x)
∥

∥

n

Jf(x)n−1
≤ Kn−1

O ,

whenever Jf(x) > 0. Here apD♯f(x) is the adjoint matrix of apDf(x). The smallest
constant dominating the ratio above is called inner distortion and denoted by KI .
Thus KI ≤ Kn−1

O . Conversely, we have KO ≤ Kn−1
I . It follows from Hadamard’s
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inequality Jf (x) ≤ ‖Df(x)‖n that the Jacobian of a quasiregular map is locally
integrable. The higher integrability Theorem 4.4 gives an improvement for this. If
we wish to emphasise that a quasiregular map f satisfies (7) with some specific K
we say that f is K-quasiregular.

The following Caccioppoli estimate turns out to be useful in proofs of the higher
integrability Theorem 4.4 and the compactness Theorem 4.6.

Lemma 4.3. Assume that f : S → R
n is a quasiregular map. Let B = B(z, r)

and let η ∈ Lip0(2B) be a non-negative 1
r
-Lipschitz function. Then

(
ˆ

2B

ηnJf dHn

)
1

n

≤ CK
n−1

n

(
 

2B

|fk − (fk)2B|
n dHn

)
1

n

,

for each component function fk of f . Here (fk)2B =
ffl

2B
fk dHn.

Proof. We may assume that k = 1. Let us write g = (f1− (f1)2B, f2, . . . , fn). By
Theorem 3.1 we have

∣

∣

∣

∣

ˆ

2B

ηnJf dHn

∣

∣

∣

∣

=

∣

∣

∣

∣

ˆ

2B

ηnJg dHn

∣

∣

∣

∣

=

∣

∣

∣

∣

ˆ

2B

g1J(η
n, g2, . . . , gn) dHn

∣

∣

∣

∣

(8)

=

∣

∣

∣

∣

ˆ

2B

ng1η
n−1J(η, f2, . . . , fn) dHn

∣

∣

∣

∣

≤ C

ˆ

2B

|g1|nηn−11

r
‖apDf‖n−1 dHn.

By the distortion inequality (7) and Hölder’s inequality, we get

ˆ

2B

|g1|nηn−1 1

r
‖apDf‖n−1 dHn ≤ CK

n−1

n

(
ˆ

2B

ηnJf dHn

)
n−1

n
(
 

2B

|g1|n dHn

)
1

n

.

This together with (8) gives the claim. �

Theorem 4.4. For every quasiregular map f : S → R
n there exists ǫ > 0 de-

pending on n,K and S such that Jf ∈ L1+ǫ
loc

(S). Furthermore there is a constant

σ ≥ 1 such that
(
 

B

Jf(x)
1+ǫ dHn(x)

)
1

1+ǫ

≤ C(S, K)

 

σB

Jf(x) dHn(x)

for every ball B ⊂ σB ⊂ S.
Proof. For a Lipschitz map f , ‖Df(·)‖ is n-weak upper gradient and thus f1

and ‖Df(·)‖ satisfy the Sobolev–Poincaré inequality (2). Therefore it follows from
inequality (4) and density of Lipschitz mappings that for f ∈ N1,n

loc
(S,Rn), f1 and

‖apDf(·)‖ satisfy the Sobolev–Poincaré inequality (2). This together with the dis-
tortion inequality (7) gives

(
 

2B

|f1 − (f1)2B|n dHn

)
1

n

≤ Cr

(
 

2τB

‖apDf‖n
2 dHn

)
2

n

(9)

≤ CrK
1

n

(
 

2τB

J
1

2

f dHn

)
2

n

.

Now one can choose η ∈ Lip0(2B) in Lemma 4.3 such that η|B = 1 to obtain the
following reverse Hölder’s inequality

(
 

B

Jf(x) dHn(x)

)
1

n

≤ CK

(
 

2τB

Jf(x)
1

2 dHn(x)

)
2

n

.
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Thus the claim follows directly from a version of Gehring Lemma given in [20, The-
orem 3.3]. �

As a corollary of Theorem 4.4 we get the following.

Corollary 4.5. Let f : S → R
n be quasiregular. Then f ∈ N1,p

loc
(S,Rn) for some

p > n. In particular f is locally Hölder continuous and

|f(x)− f(y)| ≤ Cr
n
p |x− y|1−n

p

(
 

5σB(z,r)

‖Df(x)‖p dHn(x)

)
1

p

,

for every x, y ∈ B(z, r). Here C and σ depend only on the space S and on p.

Proof. It follows from Theorem 4.4 that if f ∈ N1,n
loc

(S,Rn) satisfies the distortion

inequality (7) then ‖Df‖ ∈ L1,p
loc
(S) for some p > n. Thus by [3, Theorem 5.1] f is

locally Hölder continuous and the given modulus of continuity holds. �

Next we turn to the following compactness theorem for quasiregular mappings.

Theorem 4.6. Let Ω ⊂ S be a domain. If a sequence {f i}∞i=1 of K-quasiregular

mappings, f i : Ω → R
n converges locally uniformly, then also the limiting map is

K-quasiregular.

In the Euclidean case a similar convergence result is due Reshetnyak, see [14]. A
simplified version of the proof is given by Lindqvist in [11], see also [16, VI 8].

Lemma 4.7. Let Ω ⊂ S be a domain and let {f i}∞i=1 be a sequence of K-

quasiregular mappings, f i : Ω → R
n that converges locally uniformly to a limiting

map f . Then {f i}∞i=1 has a subsequence still denoted by {f i}∞i=1 such that {‖Df i‖}∞i=1

converges weakly in Lp(Ω) to function g that is an n-weak upper gradient of f . In

particular f ∈ N1,n(Ω,Rn).

Proof. We employ Lemma 4.3 again as in the proof of Theorem 4.4 together with
the distortion inequality to obtain

ˆ

B

∥

∥Df i(x)
∥

∥

n
dHn(x) ≤ C(K)

(
 

2B

∣

∣f i
1(x)− (f i

1)2B
∣

∣

n
dHn(x)

)
1

n

.

Therefore it follows from uniform convergence that for any compact set Ω′ ⊂ Ω there
exists a constant C(Ω′, K) such that

ˆ

Ω′

∥

∥Df i(x)
∥

∥

n
dHn(x) ≤ C(Ω′, K),

for every i. We conclude that for any compact Ω′ ⊂ Ω the sequence {‖Df i‖}∞i=1

is bounded in Ln(Ω′) and therefore it has a subsequence converging weakly to a
function g. By [18, Lemma 4.11] g is an n-weak upper gradient of the uniform limit
f = limi f

i. Therefore it follows that f ∈ N1,n
loc

(Ω,Rn). �

Due to the integration by parts formula given in Theorem 3.1, Lemma 4.8 can be
proved as in the Euclidean case up to some obvious modifications, see [11, Lemma 4.2]
or [16, VI. Lemma 8.8].

Lemma 4.8. Let Ω ⊂ S be a relatively compact open set and let {fi}∞i=1 be a

sequence of mappings in N1,n(Ω,Rn) converging uniformly to a map f ∈ N1,n(Ω,Rn).
Let g ∈ N1,n(Ω,Rn) and η ∈ Lip0(Ω). Then for any 1 ≤ p ≤ n we have
ˆ

Ω

ηpJ(f i
1, f

i
2, . . . , f

i
p, gp+1, . . . , gn) dHn →

ˆ

Ω

ηpJ(f1, f2, . . . , fp, gp+1, . . . , gn) dHn,
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when i → ∞.

Now we are ready to prove Theorem 4.6, assuming Proposition 4.9 below.

Proof of Theorem 4.6. By Lemma 4.7 we are left to prove the distortion
inequality (7) for the limit mapping f . Let g be as in Lemma 4.7. Fix ǫ > 0 and
x ∈ Ω such that x is a Lebesgue point of both Jf and gn. For any B(x, r + ǫ) ⊂ Ω,
and for η ∈ Lip0(B(x, r + ǫ)) satisfying 0 ≤ η ≤ 1 and η|B(x,r) = 1, we apply weak
semicontinuity of the Ln-norm, distortion inequality (7), and Lemma 4.8 to find

ˆ

B(x,r)

g(z)n dHn ≤ lim inf
i→0

ˆ

B(x,r)

‖apDfi(z)‖n dHn

≤ lim inf
i→0

ˆ

B(x,r+ǫ)

‖apDfi(z)‖n η(z)n dHn ≤ K lim inf
i→0

ˆ

B(x,r+ǫ)

Jfi(z)η(z)
n dHn

= K

ˆ

B(x,r+ǫ)

Jf(z)η(z)
n dHn ≤ K

ˆ

B(x,r+ǫ)

Jf(z) dHn.

Letting ǫ → 0 and applying the Lebesgue differentiation theorem we obtain

(10) g(x)n ≤ KJf (x).

Now since ‖apDf(·)‖ is a minimal upper garadient of f in the sense of inequality (4)
we have

‖apDf(x)‖n ≤ C(S)KJf (x),

for Hn-almost every x ∈ Ω. Therefore f is C(S)K-quasiregular. In order to find that
f is actually K-quasiregular we apply [10, Theorem 6.3] to see that f is differentiable
the Hn-almost everywhere. Then Proposition 4.9 together with (10) gives the desired
distortion inequality and thus f is K-quasiregular. �

Proposition 4.9. Assume that f : S → R
n is differentiable Hn-almost every-

where. Let p ≥ 1 and let g be an integrable p-weak upper gradient of f. Then

‖Df(x)‖ ≤ g(x), for Hn-almost every x ∈ S.

In order to prove Proposition 4.9 we need some preparations.

Lemma 4.10. Let x0 ∈ S and let Q ⊂ Tx0
S be a (n− 1)-dimensional cube with

side length 1. Let B+ and B− be two faces of Q parallel to each other, and let K ⊂ S
be a compact set. Then

(1) For H1-almost every a > 0 the following holds. For Hn−1-almost every y ∈
aB+ the multiplicity card π−1

x0
(y) ∩K is finite.

(2) For every a > 0 the following holds. For each s ∈ aB+ let Js be the line

segment perpendicular to B+, starting at s ∈ aB+ and ending at aB−. Then

for Hn−1-almost every s ∈ aB+ we have H1(π−1
x0
(Js) ∩K) < ∞.

Recall that πx0
is the orthogonal projection from S to the approximate tangent plane

Tx0
S.

Proof. To prove the first claim, assume to the contrary that the H1-measure of
the set

P =
{

a > 0: ∃Ca ⊂ aB+, Hn−1(Ca) > 0 and card π−1
x0
(y) ∩K = ∞ ∀y ∈ Ca

}

is positive. Then
ˆ

P

ˆ

Ca

card π−1
x0
(y) ∩K dHn−1(y) dH1(a) = ∞.
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On the other hand, since πx0
is 1-Lipschitz, it follows from the coarea formula of

Theorem 3.3 that

∞ >

ˆ

K

∣

∣Jπx0

∣

∣ dHn ≥
ˆ

∪a∈PCa

card π−1
x0
(y) ∩K dHn(y)

=

ˆ

P

ˆ

Ca

card π−1
x0
(y) ∩K dHn−1(y) dH1(a).

This is a contradiction and thus the first part of the claim holds. To prove the second
claim fix a > 0 and let pr : Tx0

S → aB+ be the orthogonal projection that maps J(s)
to s. Then pr ◦π is Lipschitz and again by the coarea formula

ˆ

aB+

H1(π−1
x0
(Js) ∩K) dHn−1(s) =

ˆ

aB+

ˆ

(pr ◦πx0
)−1(s)∩K

1 dH1 dHn−1(s)

≤
ˆ

K

∣

∣Jpr ◦πx0

∣

∣ dHn < ∞.

This proves the lemma. �

Lemma 4.11. Let x0 ∈ S such that Tx0
S exists and

lim
r→0

Hn(B(x0, r) ∩ S)
αnrn

= 1.

Let Qr ⊂ Tx0
S be an n-dimensional cube with side length r > 0 centered at x0. Then

(11) lim
r→0

Hn(π−1
x0
(Qr))

Hn(Qr)
= 1.

Proof. Let us first prove (11) in the case that Qr is replaced by B(x0, r) ∩ Tx0
S.

We may assume that x0 = 0. For z ∈ S we write

(π0z)
⊥ = z − π0z ∈ R

m.

It follows from [10, Corollary 2.13] that for the function ǫ : (0,∞) → (0,∞),

ǫ(r) = sup
|z|≤r

∣

∣(π0z)
⊥
∣

∣

|π0z|
,

limr→0 ǫ(r) = 0. Now, by triangle inequality, |z|
|π0z|

≤ 1 + ǫ(|z|) and therefore (1 −
ǫ(|z|)) |z| ≤ |π0z| whenever x ∈ S. Fix r > 0 so small that |z| ≤ 2 |π0z| for every
z ∈ B(0, r) ∩ S and let y ∈ B(0, r) ∩ T0S. Now if π0z = y we have

(1− ǫ(r)) |z| ≤ (1− ǫ(|z|)) |z| ≤ |π0z| = |y| ≤ r.

Therefore |z| ≤ r
1−ǫ(r)

. That is π−1
0 (B(0, r)) ⊂ B(0, r

1−ǫ(r)
). Since π0 is 1-Lipschitz,

we have

1 ≤ Hn(π−1
0 (B(0, r)))

Hn(B(0, r) ∩ T0S)
≤

Hn(B(0, r
1−ǫ(r)

) ∩ S)
Hn(B(0, r) ∩ T0S)

≤ αnr
n

Hn(B(0, r) ∩ T0S)

(

r
1−ǫ(r)

)n

rn

Hn(B(0, r
1−ǫ(r)

) ∩ S)

αn

(

r
1−ǫ(r)

)n .

Because x0 = 0 was assumed to be a point of density one this gives (11) for B(x0, r)∩
Tx0

S. To prove (11) for Qr, note first that B(x0, r)∩Tx0
S ⊂ Qr ⊂ B(x0,

√
nr)∩Tx0

S.
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Again since πx0
is 1-Lipschitz, 1 ≤ Hn(π−1

x0
(Qr))

Hn(Qr)
. On the other hand, if there is δ > 0

and arbitrary small radii r such that

Hn(π−1
x0
(Qr)) ≥ (1 + δ)Hn(Qr),

we get

Hn(π−1
x0
(B(x0,

√
nr))) = Hn(π−1

x0
(B(x0,

√
nr) \Qr)) +Hn(π−1

x0
(Qr))

≥ Hn(B(x0,
√
nr) ∩ Tx0

S \Qr) + (1 + δ)Hn(Qr)

≥ Hn(B(x0,
√
nr) ∩ Tx0

S) + δHn(B(x0, r) ∩ Tx0
S).

That is
Hn(π−1

0 (B(x0,
√
nr)))

Hn(B(x0,
√
nr) ∩ Tx0

S) ≥ 1 + δ
Hn(B(x0, r) ∩ Tx0

S)
Hn(B(x0,

√
nr) ∩ Tx0

S) .

However, since (11) holds for B(x0, r) ∩ Tx0
S this is impossible for sufficiently small

radii. Therefore δ > 0 as above does not exist and the lemma is proven. �

Lemma 4.12. Assume that x0 ∈ S such that Tx0
S exists and let U be a suf-

ficiently small neighborhood of x0. Assume that J is a path in Tx0
such that its

trace |J | is a line segment [a, b] in the x0-component of πx0
(∂U)c. In addition assume

that card π−1
x0
(a) ∩ U and H1(π−1

x0
(|J |) ∩ U) are finite. Then there exists a rectifi-

able injective path γ : [0, 1] → U such that (πx0
◦ γ)(0) = a, (πx0

◦ γ)(1) = b and

|πx0
◦ γ| = |J |.
Proof. Since a is in the x0-component of π(∂U)c and U is a small neighborhood

of x0 it follows from the metric orientation and from basic properties of topological
degree, see Lemma 2.7, that 1 = µ(x0, πx0

, U) = µ(a, πx0
, U). Let {C1, C2, . . . , Cp} be

the collection of the components of π−1
x0
(|J |) ∩ U that includes a point from π−1

x0
(a).

We find disjoint domains U1, U2, . . . , Up ⊂ U each including one of the components
Ci. By Lemma 2.7 such domains satisfy 1 = µ(a, πx0

, U) =
∑p

i=1 µ(a, πx0
, Ui), and

therefore for some i = i0 we have µ(a, πx0
, Ui0) ≥ 1. In particular, the domains Ui

can be chosen to belong to an arbitrary small neighborhoods of the corresponding
components Ci.

If π−1
x0
(|J |)∩∂Ui0 = ∅, write V = Ui0 . If π−1

x0
(|J |)∩∂Ui0 6= ∅ and π−1

x0
(|J |)∩Ui0 =

Ci0, we find another domain W satisfying Ci0 ⊂ W ⊂ Ui0 and π−1
x0
(|J |) ∩ ∂W = ∅.

In this case write V = W .
Finally, in the case that π−1

x0
(|J |)∩∂Ui0 6= ∅ and (π−1

x0
(|J |)∩Ui0)\Ci0 6= ∅, the set

π−1
x0
(|J |)∩Ui0 is disconnected in Ui0 and therefore we find open disjoint sets A1, A2 ⊂

Ui0 satisfying π−1
x0
(|J |) ∩ Ui0 ⊂ A1 ∪ A2 and Ci0 ⊂ A1. Now, π−1

x0
(|J |) ∩ ∂A1 = ∅ and

we choose V to be the component of A1 that includes Ci0.
Thus, in all the cases, we have found domain V ⊂ U such that Ci0 ⊂ V and

π−1
x0
(|J |) ∩ ∂V = ∅. Furthermore, because π−1

x0
(a) ∩ Ui0 ⊂ Ci0 ⊂ V ⊂ Ui0 we have

µ(a, πx0
, V ) = µ(a, πx0

, Ui0) ≥ 1 and thus because |J | is in the a-component of π(∂V )c

we have µ(p, πx0
, V ) = µ(a, πx0

, V ) ≥ 1 for every p ∈ |J |. Therefore |J | ⊂ πx0
(V ).

Furthermore, since the sets Ui can be chosen to be arbitrarily small neighborhoods of
the sets Ci and because πx0

is continuous we conclude that |J | = πx0
Ci0. Since Ci0 is

compact, connected and satisfies H1(Ci0) < ∞, it follows from [17, Proposition 15.1]
that for each pair or points in Ci0 there is a injective rectifiable path connecting them.
In particular, if we choose one point from π−1

x0
(a)∩Ci0 and another from π−1

x0
(b)∩Ci0 ,

we find the desired path. �

Now we are ready to prove Proposition 4.9.
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Proof of Proposition 4.9. By [10, Definition 2.26], we may consider only those x ∈
S satisfying the following. Let x0 be a point of differentiability such that ‖Df(x0)‖ =
|Df(0)y0|, for some y0 ∈ Tx0

S with |y0| = 1. Furthermore, we may assume that x0

is a Lebesgue point of g and limr→0
Hn(B(x0,r))

αnrn
= 1. In addition, by translating we

may assume that x0 is the origin of the ambient space R
m and f(0) = 0. Let U

be a small neighborhood of 0 as in the proof of Lemma 4.12. Let a > 0. Let
A′ = {x ∈ Tx0

S : < x, y0 >= 0} and let A be a (n − 1)-dimensional cube in A′

centered at origin and with side length 2a. Let B+ = A + ay0 and B− = A − ay0.
For each s ∈ A let Js be the line segment connecting s− ay0 to s+ ay0 and let Qa be
the n-dimensional cube

⋃

s∈A Js. We assume that a is chosen such that Qa is in the
0-component of π0(∂U)c and that for Hn−1-almost every s ∈ S the line Js satisfies
card π−1

0 (s − ay0) ∩ U < ∞ and H1(π−1
0 (|J |) ∩ U) < ∞. Note that by Lemma 4.10

H1-almost every small a > 0 satisfies these conditions. According to Lemma 4.12
for Hn−1-almost every line Js there is a injective rectifiable path γs : [0, 1] → U such
that (π0 ◦ γs)(0) = s − ay0, (π0 ◦ γs)(1) = s + ay0, and |(π0 ◦ γs)| = Js. Denote
γs(0) = (s − ay0)

′ and γs(1) = (s + ay0)
′. Then π0((s − ay0)

′) = s − ay0 and
π0((s+ ay0)

′) = s+ ay0.
Because f is differentiable at 0 ∈ S and f(0) = 0 we have

f(x)−Df(0)π0x = ǫ(|x|),

where ǫ(|x|)
|x|

→ 0, as x → 0. Therefore

f((s− ay0)
′)− f((s+ ay0)

′) = Df(0)(2ay0) + ǫ(|s− ay0|)− ǫ(|s+ ay0|)
= 2a ‖Df(0)‖+ ǫ(|s− ay0|)− ǫ(|s+ ay0|).

That is,

(12) 2a ‖Df(0)‖+ ǫ(|s− ay0|)− ǫ(|s + ay0|) = f((s− ay0)
′)− f((s+ ay0)

′).

Next we show that f, g and γs satisfy the upper gradient inequality (1) for Hn−1-
almost every s ∈ A. Assume to the contrary that there is set K ⊂ A with positive
Hn−1-measure such that the p-modulus of the family Γ = {γs : s ∈ K} is zero. Let
pr : Qa → A be the projection satisfying pr(s+py0) = s+ay0. Then pr is 1-Lipschitz
and |γs| ⊂ (pr ◦π0)

−1((s+ay0)
′) for Hn−1-almost every s ∈ K. Let ρ ∈ AdmΓ. Then

1 ≤
´

γs
ρ ds ≤

´

(pr ◦π0)−1((s+ay0)′)
ρ dH1 for Hn−1-almost every s ∈ K. Therefore by

the coarea formula of Theorem 3.3 we have

Hn−1(K) ≤
ˆ

K

ˆ

(pr ◦π0)−1((s+ay0)′)

ρ dH1 dHn−1(s) ≤
ˆ

U

ρ |Jpr ◦π0
| dHn

≤
(
ˆ

U

ρp dHn

)
1

p
(
ˆ

U

|Jpr ◦π0
|

p
p−1 dHn

)
p−1

p

.

Thus

[Hn−1(K)]
p

(

´

U
|Jpr ◦π0

|
p

p−1 dHn

)p−1 ≤ Modp Γ.

Here pr ◦π0 is 1-Lipschitz and therefore the denominator is finite and thus we have
found a contradiction. Therofore for Hn−1-almost every s ∈ A f, g and γs satisfy
the upper gradient inequality. This fact combined with (12) and the coarea formula
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gives

(2a)n ‖Df(0)‖+
ˆ

A

ǫ(|s− ay0|)− ǫ(|s + ay0|) dHn−1(s) ≤
ˆ

A

ˆ

γs

g dH1 dHn−1(s)

≤
ˆ

A

ˆ

(pr ◦π)−1((s+ay0)′)

g dH1 dHn−1(s) ≤
ˆ

π−1

0
(Qa)

g |Jpr ◦π0
| dHn.

Here pr ◦π0 is 1-Lipschitz and thus |Jpr ◦π0
| ≤ 1. We conclude that

‖Df(0)‖ ≤ Hn(π−1
0 (Qa))

Hn(Qa)

 

π−1

0
(Qa)

g dHn −
 

A

ǫ(|s− ay0|)− ǫ(|s+ ay0|)
2a

dHn−1(s).

Since a > 0 can be arbitrarily small and the last integral converges to 0, as a → 0,
Lebesgue differentiation theorem together with Lemma 4.11 gives the claim. �

5. Basic properties of branched covers

A continuous map is called branched cover if it is open and discrete. Recall that
a map is open if it maps open sets to open sets, and discrete if the preimage of each
point is locally finite. A continuous map f : S → R

n is called sense-preserving if
µ(y, f, U) ≥ 0 whenever defined, see Section 2. In [10], we proved that a nonconstant
quasiregular map form a space satisfying the current axioms to an n-dimensional
Euclidean space is a sense-preserving branched cover. In the case S = R

n this is
a celebrated theorem by Reshetnyak. Next we discuss some properties of branched
covers.

Definition 5.1. Let Ω ⊂ S be a domain and let f : Ω → R
n be a branched

cover. A relatively compact domain U ⊂ Ω is called normal domain if f(∂U) =
∂f(U). Furthermore, a normal domain U is called normal neighborhood of x ∈ S if
f−1(f(x)) ∩ U = {x}.

Let x ∈ S and let U be a normal neighborhood of x. We define the local index
i(x, f) to be the local degree µ(f(x), f, U). For any other normal neighborhood V
of x we have µ(f(x), f, V ) = µ(f(x), f, U) and thus i(x, f) is well defined. It follows
from basic properties of topological degree that for a sense-preserving branched cover
i(x, f) = maxy card f

−1(y)∩U , where U is a normal neighborhood of x. For a Borel
set U we define N(f, U) = supy card f

−1(y) ∩ U . In what follows, U(x, r) stands for
the x-component of f−1B(f(x), r).

Lemma 5.2. Assume f : S → R
n is a branched cover. For every x ∈ S there

exists sx > 0 such that for 0 < s < sx the set U(x, s) is a normal neighborhood of x
with fU(x, s) = B(f(x), s). Furthermore

U(x, s) = f−1B(f(x), s) ∩ U(x, sx),

∂U(x, s) = f−1∂B(f(x), s) ∩ U(x, sx)

and diamU(x, s) → 0 as s → 0.

Proof. The proof is identical to the Euclidean case, see [16, Lemmata I.4.8 and
II.4.1.] �

Next we describe the path lifting property for sense-preserving branched cov-
ers. Let β : [a, b[→ R

n be a path. A maximal f -lifting of β starting at point
x ∈ f−1(β(a)) is a path α : [a, c[→ S, c ≤ b such that α(a) = x, f ◦ α = β|[a,c[

and that if c′ > c then there is no path α′ : [a, c′[→ S satisfying f ◦ α′ = β|[a,c′[.
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Assume now that x1, x2, . . . , xk are preimages of β(a). Then there exists a maxi-
mal sequence α1, α2, . . . , αm of f -liftings of β starting at points x1, x2, . . . , xk. This
means that each αj : [a, cj[→ S is a maximal f -lifting of β starting at xi for some
i = 1, 2, . . . k and

m =

k
∑

i=1

i(xi, f).

Furthermore for every i

card{j : αj(a) = xi} = i(xi, f)

and

card{j : αj(s) = x} ≤ i(x, f),

for every s ∈ [a, cj[ and x ∈ S. The existence of the maximal sequence of liftings can
be proved as in [16].

6. Modulus inequalities for quasiregular maps

In the Euclidean case the following lemma is known as K0-inequality.

Lemma 6.1. Let f : S → R
n be a non-constant quasiregular map and let Γ be

a family of paths in a Borel set U with N(f, U) < ∞. Then

Modn Γ ≤ K0N(f, U)Modn fΓ.

Proof. Let ρ′ ∈ Adm fΓ. Define Borel function ρ : S → R by

(13) ρ(x) = ρ′(f(x)) ‖Df(x)‖ ,
for x ∈ U and ρ(x) = 0, for x ∈ S \ U . Since f ∈ N1,n

loc
(S,Rn), and ‖Df(x)‖ is

an n-weak upper gradient of f it follows from [6, Proposition 5.3.4] that there exists
Γ0 ⊂ Γ with Modn Γ0 = Modn Γ such that

ˆ

γ

ρ(s) ds =

ˆ

γ

ρ′(f(s)) ‖Df(s)‖ ds ≥
ˆ

f◦γ

ρ′(s) ds,

for every γ ∈ Γ0. Thus ρ is admissible for Γ0. Therefore by the distortion inequality
and the coarea formula of Theorem 3.3, we get

Modn Γ = Modn Γ0 ≤
ˆ

S

ρ(x)n dHn(x) =

ˆ

U

ρ′(f(x))n ‖Df(x)‖n dHn(x)

≤ KO

ˆ

U

ρ(f(x))nJf(x) dHn(x) ≤ KO

ˆ

U

ρ(y)nN(f, U) dHn(y). �

We do not have the opposite inequalities, such as Väisälä and Poletsky inequal-
ities available. However, we have the following special case that suffices for our
purposes. If X = R

n or X = S and x ∈ X, r > 0 we write Sn−1(x, r) = {y ∈
X : |x− y| = r}.

Lemma 6.2. Let f : S → R
n be a non-constant quasiregular map and x ∈ S.

Let sx > 0 be as in Lemma 5.2 and 0 < r < R < sx. Then

mωn−1

(

log
R

r

)1−n

≤ KI Modn Γ(Ur, U
c
R).

Here we use notation U(x, t) = Ut for every t < sx and m = i(x, f).
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Proof. We may assume that x = 0 and f(x) = 0. For each y ∈ Sn−1(0, 1) ⊂
R

n let γy be the radial path γy : [r, R] → R
n, γy(t) = ty, connecting Sn−1(0, r) to

Sn−1(0, R) and let Γ be the family of paths γy. Then each γy ∈ Γ has m lifts αy,i, i ∈
{1, 2, . . . , m}, lying on UR and each connecting U r to U c

R. Let Γ′ be the set of all such
lifts. Let ρ ∈ AdmΓ(U r, U c

R). Then, in particular for each lift
´

αy,i
ρχUR\Ur

ds ≥ 1

and since each lift αy,i is one to one, we have
´

|αy,i|
ρ(x)χUR\Ur

(x) dH1(x) ≥ 1. Thus

ωn−1m ≤
ˆ

Sn−1(0,1)

m
∑

i=1

ˆ

|αy,i|

ρ(x)χUR\Ur
(x) dH1(x) dHn−1(y).

Since for each x at most i(x, f) of the lifts αy,i pass through x, see Section 5, we have

ωn−1m ≤
ˆ

Sn−1(0,1)

ˆ

⋃m
i=1|αy,i|

ρ(x)χUR\Ur
(x)i(x, f) dH1(x)dHn−1(y)

=

ˆ

Sn−1(0,1)

ˆ

( f
|f |

)−1(y)

ρ(x)χUR\Ur
(x)i(x, f) dH1(x)dHn−1(y).

Here f

|f |
is a composition of a quasiregular map and a Lipschitz map. Hence the

coarea formula is available and we get

ωn−1m ≤
ˆ

UR\Ur

ρ(x)i(x, f)J f

|f |
(x) dHn(x) ≤

ˆ

UR\Ur

ρ(x)i(x, f)

∥

∥D♯f(x)
∥

∥

|f(x)|n−1 dHn(x).

According to [10, Lemma 7.8], i(x, f) = 1 whenever f is differentiable at x and
Jf(x) > 0. By this fact and the definition of KI it follows that

ωn−1m ≤ K
1

n

I

ˆ

UR\Ur

ρ(x)
Jf (x)

n−1

n

|f(x)|n−1 dHn(x)

≤ K
1

n

I

(

ˆ

UR\Ur

ρ(x)n dHn(x)
)

1

n
(

ˆ

UR\Ur

Jf(x)

|f(x)|n dHn(x)
)

n−1

n

.

Here, again by the coarea formula
ˆ

UR\Ur

Jf (x)

|f(x)|n dHn(x) ≤
ˆ

B(0,R)\B(0,r)

m

|y|n dHn(y) = ωn−1m log
R

r
.

We conclude that

ωn−1m
(

log
R

r

)1−n

≤ KI

ˆ

UR\Ur

ρ(x)n dHn(x).

This proves the lemma. �

7. A Bound for the linear inverse dilation and a modulus of continuity

The concept of Loewner space turns out to be useful in our work.

Definition 7.1. We say that a metric measure space X is an n-Loewner space,
or satisfies the n-Loewner condition, if the function φ : (0,∞) → [0,∞),

φ(t) = inf{Modn Γ(E, F ) : △(E, F ) ≤ t}
is positive whenever E, F are two nondegenerate disjoint continua in X. Here

△(E, F ) =
dist(E, F )

min{diamE, diamF} .
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By [3, Proposition 4.4] a proper path connected metric measure space supporting
a weak n-Poincaré inequality is quasiconvex. Thus [5, Theorem 5.7] allows us to
conclude that a space S satisfying the axioms listed in Section 2 is an n-Loewner
space.

Definition 7.2. The linear dilation H(x, f) and inverse linear dilation H∗(x, f)
are defined as follows.

H(x, f) = lim sup
r→0

L(x, r)

l(x, r)
,

where
L(x, r) = max{|f(x)− f(y)| : |x− y| = r},
l(x, r) = min{|f(x)− f(y)| : |x− y| = r}

and

H∗(x, f) = lim sup
r→0

L∗(x, r)

l∗(x, r)
,

where
l∗(x, r) = min

y∈∂U(x,r)
|x− y| ,

L∗(x, r) = max
y∈∂U(x,r)

|x− y| .

Recall that U(x, r) is the x-component of f−1B(f(x), r).

Theorem 7.3. Let f : S → R
n be a nonconstant quasiregular map. Let x ∈ S

and let sx > 0 be as in Lemma 5.2. There exists a constant H∗ depending only on

KO and S, such that for every 0 < r < sx with L∗(x, r) < l∗(x, sx), we have

L∗(x, r)

l∗(x, r)
≤ H∗.

Remark 7.4. Note that by Lemma 5.2 for small r > 0 the condition L∗(x, r) <
l∗(x, sx), is always satisfied.

We start with the following lemma which gives lower bounds for modulus needed
in the proof of Theorem 7.3.

Lemma 7.5. Fix x ∈ S and sx as in Lemma 5.2. If t ≤ sx we write Ut for

U(x, t). Fix 0 < r < sx. Denote l∗r = l∗(x, r), L∗
r = L∗(x, r) and let l = l(x, l∗r),

L = L(x, L∗
r). Assume that L < sx. Then there exists a constant C > 0 depending

only on S such that

C ≤ min{Modn Γ(Ul, U
c
r ),Modn Γ(Ur, U

c
L)}.

Proof. Since S is an n-Loewner space, in order to find a lower bound for
Modn Γ(Ul, U

c
r ) it suffices to find an upper bound for

dist(Ul, U
c
r )

min{diamUl, diamU c
r}

.

To see that min{diamUl, diamU c
r} = diamUl ≥ l∗r , let z ∈ Sn−1(x, l∗r) such that

|f(z)− f(x)| = min
z′∈Sn−1(x,l∗r)

|f(z′)− f(x)| .

Then
f(z) ∈ ∂B(f(x), l),

but by Lemma 5.2 f−1∂B(f(x), l) ∩ Usx = ∂Ul and thus z ∈ ∂Ul. Therefore Ul is
a connected set containing x and z ∈ Sn−1(x, l∗r) and so diamUl ≥ l∗r . Since there
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exists y ∈ ∂Ur such that |y − x| = l∗r and because x ∈ Ul we see that dist(U c
r , Ul) ≤ l∗r .

Thus
dist(Ul, U

c
r )

min{diamUl, diamU c
r}

≤ l∗r
l∗r

= 1.

Next consider Modn Γ(Ur, U
c
L). For the lower bound of the modulus it suffices to find

an upper bound for
dist(Ur, U

c
L)

min{diamUr, diamU c
L}

.

It is an immediate consequence of the definition of L∗
r = L∗(x, r) that diamUr ≥ L∗

r .
To see that ∂UL ∩ Sn−1(x, L∗

r) 6= ∅, let z ∈ Sn−1(x, L∗
r) such that |f(x)− f(z)| =

L(x, L∗
r) = L. Then

f(z) ∈ ∂B(f(x), L)

and thus again Lemma 5.2 and the assumption L < sx give z ∈ ∂UL. Therefore
∂UL ∩ S(x, L∗

r) 6= ∅. Since x ∈ Ur we see that dist(Ur, U
c
L) ≤ L∗

r. Hence

dist(Ur, U
c
L)

min{diamUr, diamU c
L}

≤ L∗
r

L∗
r

= 1.

This proves the lemma. �

Now we are ready to prove Theorem 7.3.

Proof of Theorem 7.3. We will use the notation of Lemma 7.5 and denote
m = i(x, f). By Lemmata 7.5 and 6.1, we have

(14) C(S) ≤ Modn Γ(Ul, U
c
r ) ≤ K0mModn fΓ(Ul, U

c
r )

and

(15) C(S) ≤ Modn Γ(Ur, U
c
L) ≤ K0mModn fΓ(Ur, U

c
L).

Note that every path in fΓ(Ul, U
c
r ) has a subpath connecting Sn−1(f(x), l) to Sn−1(f

(x), r) and thus Modn fΓ(Ul, U
c
r ) ≤ ωn−1

(

log r
l

)1−n
, see [19, Theorem 6.4 and Exam-

ple 7.5]. Similarly, every path in fΓ(Ur, U
c
L) has a subpath connecting Sn−1(f(x), r)

to Sn−1(f(x), L) and thus Modn fΓ(Ur, U
c
L) ≤ ωn−1

(

log L
r

)1−n
. This gives

(16) max
{(

log
r

l

)n−1

,
(

log
L

r

)n−1}

≤ ωn−1KOm

C(S) .

By Lemma 6.2

mωn−1

(

log
L

l

)1−n

≤ KI Modn Γ(Ul, U
c
L).

On the other hand, every γ ∈ Γ(Ul, U
c
L) has a subpath connecting B(x, l∗r) to B(x, L∗

r)
and thus Modn Γ(Ul, U

c
L) ≤ Modn Γ(B(x, l∗r), B(x, L∗

r)). It holds even in a greater
generality that

Modn Γ(B(x, s), B(x,R)c) ≤ C0

(

log
R

s

)1−n

,

see [6, Proposition 4.3.10]. Here C0 depends only on the Ahlfors regularity constant
CA of Definition 2.5. Hence

(17) mωn−1

(

log
L

l

)1−n

≤ KI Modn Γ(Ul, U
c
L) ≤ KIC0

(

log
L∗
r

l∗r

)1−n

.

By (16) and (17) we conclude

mωn−1

KIC0

(

log
L∗
r

l∗r

)n−1

≤
(

log
L

l

)n−1

≤
(

log
L

r
+ log

r

l

)n−1

≤ 2n−1ωn−1K0m

C(S) .
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This is
(

log
L∗
r

l∗r

)n−1

≤ 2n−1C0KIKO

C(S)
which proves the claim. �

Applying the results above we are able to prove the following modulus of conti-
nuity.

Theorem 7.6. Let f : S → R
n be a non-constant quasiregular map and x ∈ S.

There exist A, ρ > 0 depending on x such that for every y ∈ B(x, ρ)

|f(x)− f(y)| ≤ A |x− y|µ ,

where µ =
(

ωn−1i(x,f)
C0KI

)
1

n−1

. Here C0 depends only on Ahlfors regularity constant CA.

Proof. Let sx be as in Lemma 5.2 and r0 so small that L∗(x, r0) < l∗(x, sx). Set
ρ1 = l∗(x, sx) and ρ = l∗(x, r0). Fix y ∈ B(x, ρ) and let r = |f(x)− f(y)|. Then
r < sx, and Lemma 6.2 gives

(18) mωn−1

(

log
sx
r

)1−n

≤ KI Modn Γ(U(x, r), U(x, sx)
c).

On the other hand, every path in Γ(U(x, r), U(x, sx)
c) has a subpath connecting

B(x, L∗
r) to B(x, ρ1)

c, here L∗
r = L∗(x, r). Thus, as in the proof of Theorem 7.3, we

get

Modn Γ(U(x, r), U(x, sx)
c) ≤ C0

(

log
ρ1
L∗
r

)1−n

.

This together with (18) gives

mωn−1

(

log
sx
r

)1−n

≤ KIC0

(

log
ρ1
L∗
r

)1−n

.

Hence
r ≤ sxρ

−µ
1 (L∗

r)
µ.

According to Theorem 7.3 there exists a constant H∗(S, KO) such that L∗
r ≤ H∗l∗(x, r).

On the other hand, l∗(x, r) ≤ |x− y| and thus we obtain

|f(x)− f(y)| ≤ sxρ
−µ
1 H∗µ |x− y|µ .

This proves the Theorem with A = sxl
∗(x, sx)

−µH∗µ. �

Remark 7.7. Note that since H∗ does not depend on the local index i(x, f) the
theorem above gives a better modulus of continuity around those points whose local
index is large.
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