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Abstract. We study some criteria for the image of the unit disk under the canonical lift f̃ of

a harmonic mapping f to be a John surface and a linearly connected surface. Growth results of the

metric of the minimal surface associated to f̃ are obtained. Some our results generalize known ones

in geometric functions theory.

1. Introduction

If f is an analytic and locally univalent function in a domain Ω, we define the
Schwarzian derivative of f by

Sf =

(
f ′′

f ′

)′
− 1

2

(
f ′′

f ′

)2

.

A central result, which relates the growth of the Schwarzian derivative with the
univalence of f was proven by Nehari in [13]. He proved that a function f analytic
and locally univalent in D := {z : |z| < 1} is univalent if

(1) |Sf(z)| ≤ 2p(|z|),
where p : (−1, 1) → R

+ satisfies the following conditions: p is a continuous and even
function, (1− t2)2p(t) is decreasing in (0, 1), and the differential equation u′′+pu = 0
has no nontrivial solutions with more than one zero in (−1, 1). A function p satisfying
these conditions is called a Nehari’s function and the class N of functions which
satisfy the univalence criteria (1) with p(t) = (1− t2)−2, class of Nehari. In another
direction, Ahlfors and Weill [2] and more recently, Gehring and Pommerenke [15]
studied criteria in terms of size of |Sf | for f(D) to be a quasidisk. Other geometric
and analytic properties of functions in the class N were studied in [9] and [10]. In
particular, in [9] the authors showed that

(2)

∣∣∣∣
f ′′(z)

f ′(z)

∣∣∣∣ ≤ 2µ
|z|

1− |z|2 , 0 < µ ≤ 1

holds if f satisfies (1) with p(t) = µ(1− t2)−2 and f ′′(0) = 0. In [10] it is shown that
if f ∈ N0 := {f ∈ N : f ′′(0) = 0}, then f(D) is a John domain if and only if

(3) lim sup
|z|→1

(1− |z|2)
∣∣∣∣
f ′′

f ′ (z)

∣∣∣∣ < 2.
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The main purpose of this paper is to establish sufficient conditions for image of the
unit disk under a lifting of a planar harmonic mapping to be John surface (whose
definition is similar to the standard definition of John domain in R

n). Some our
results generalize classical results of Ahlfors–Weill and Gehering–Pommerenke men-
tioned before. Also we obtain an analogue to (2) and (3) and growth estimates for
the metric of the minimal surface associated to harmonic mapping.

A function f = u + iv from a domain Ω in the xy-plane to C is harmonic if
∆u = ∆v = 0, where ∆ is the Laplace operator. If Ω is simply connected, there are
analytic functions h, g such that f = h + ḡ, and this representation is unique up to
an additive constant. If 0 ∈ Ω, we will assume without loss of generality the unique
representation f = h+ḡ with g(0) = 0. If f = h+ḡ is a harmonic mapping in D whose

dilatation wf :=
g′

h′
is the square of a meromorphic function q, then f lifts locally into

a regular minimal surface Σ expressed by conformal parameters. According to the
Weierstrass–Enneper formulas, the Cartesian coordinates (x1, x2, x3) of the surface
are given by

x1 = Re {f(z)} , x2 = Im {f(z)} , x3 = 2 Im

{
ˆ z

z0

h′(ζ)q(ζ) dζ

}
,

z0 ∈ Ω. From now on, we write f̃(z) for (x1(z), x2(z), x3(z)). The conformal factor
of the first fundamental form is given by λ = |h′| + |g′| and the Gaussian curvature

at a point f̃(z) on the surface by K = −λ−2∆(log λ). In our case, this formula for
K reduces to

(4) K = − 4|q′|2
|h′|2(1 + |q|2)4 .

For every such harmonic mappings with λ(z) 6= 0 for all z ∈ D, in [3] is defined the
Schwarzian derivative of f by

(5) Sf = 2
(
∂zz(log λ)− (∂z log λ)

2
)
.

An important property of Sf to be used later is the equality

(6) S(f ◦ ϕ) = (Sf ◦ ϕ)(ϕ′)2 + Sϕ,

which holds for ϕ analytic and locally univalent in the unit disk and f harmonic with
the properties specified above. It will be important in the proof of Lemma 1 other
expression for Sf obtained in [3]; namely,

(7) Sf = Sh +
2q̄

1 + |q|2
(
q′′ − q′h′′

h′

)
− 4

(
q′q̄

1 + |q|2
)2

.

On the other hand, a generalization of the univalence criteria of Nehari (1) is proven
in [4]. In that article is shown that, if f = h + ḡ is harmonic in D, its dilatation is
the square of some meromorphic function, and

(8) |Sf(z)|+ λ2(z)|K(z)| ≤ 2p(|z|),

then the lifting f̃ is univalent in D and admits a continuous extension to D. Moreover,
if the strict inequality holds in (8), then the extension of f̃ to D is univalent.

From now on, by a harmonic function f we mean a harmonic function in D

whose dilatation is the square of some meromorphic function. We will denote by λf
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the associated density to f or, simply λ when no confusion can arise. Note that if ϕ
is analytic from D into D and f is harmonic, then f ◦ ϕ is harmonic and

(9) λf◦ϕ = (λf ◦ ϕ)|ϕ′|.
We will denote by NHµ the family of harmonic functions f satisfying

|Sf(z)| + λ2(z)|K(z)| ≤ 2µ

(1− |z|2)2 , 0 < µ ≤ 1.

NHµ
0 will denote the family of functions f ∈ NHµ with ∂zλ(0) = 0. We will write

NH and NH0 instead of NH1 and NH1
0 , respectively. As in the analytic case, it

is easy to see that if ϕ ∈ Aut(D) and f ∈ NHµ, then f ◦ ϕ ∈ NHµ. This follows
directly from (6) and (9).

Further background is discussed in Section 2. Below, we summarize some of our
results.

Theorem 1. If f ∈ NHµ
0 , 0 < µ < 1, then

a.) Σ = f̃(D) is a John surface with center f̃(0) = p and the curves γξ(t) = f̃(tξ),
0 ≤ t ≤ 1, are John curves;

b.) there are α ∈ (0, 1) and K > 0 (depending only on µ) such that

(10)
(1− ρ2)λ(ρξ)

(1− r2)λ(rξ)
≤ K

(
1− ρ

1− r

)α

,

where ξ ∈ T and 0 ≤ r < ρ < 1;
c.) there are α ∈ (0, 1) and K1 > 0 (depending only on µ) such that for all

z = reit ∈ D,

(11)
(1− |ζ |2)λ(ζ)
(1 − |z|2)λ(z) ≤ K1

(
1− |ζ |
1− |z|

)α

, ζ ∈ B(z),

where B(reit) :=
{
ρeiθ : r ≤ ρ ≤ 1, |θ − t| ≤ π(1− r)

}
.

Theorem 2. Suppose f is a harmonic mapping which satisfies

|Sf(z)| + λ2(z)|K(z)| ≤ 2p(|z|)

and let c = lim
t→1

(1− t2)2p(t). If c < 1 and f̃ is bounded, then f̃(D) is a John surface

with center at p = f̃(0).

Remark 1. Let p be a Nehari function and c = lim
t→1

(1−t2)2p(t). By an argument

of comparison of solutions of differential equations one can show that c ≤ 1 (see [5]).
In that paper also is proven that c = 1 implies p(t) = (1 − t2)−2. The function
L(z) = 1

2
log 1+z

1−z shows that the conclusion of the before theorem is false if c = 1.

Theorem 3. Let 0 < µ < 1. If f = h+ ḡ ∈ NHµ and f̃ is bounded, then f̃(D)
is a linearly connected surface.

A surface S ⊂ R
n is said to be a b-surface of John, with b > 1, if there is a point

p ∈ S, which is called center of the John surface, such that every point q ∈ S can be
joined to p by a rectifiable curve γ ⊂ S from p to q satisfying the following condition:

(12) ℓ(γ(y, q)) ≤ b d(y, ∂S) for all y ∈ γ,
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where γ(y, q) denotes the subarc of γ from y to q and ℓ(γ(y, q)) its length. Here and
subsequently, d(q, ∂S) stands for the extended real number

d(q, ∂S) := sup{r ≥ 0: BS(q, r) ⊂ S },
where BS(q, r) is the ball in S centered at q with radius r. In this case we will say
that γ is a John curve.

Also, a slight modification to the standard definition of linearly connected domain
in the plane, leads us to the following definition, which we will use in this paper: a
surface S ⊂ R

n is said to be linearly connected, if there is M > 0 such that for all
a, b ∈ S, there is a curve Γ ⊂ S with endpoints a and b satisfying the property

diam(Γ) ≤M |a− b|.
Here, the diameter is understood in the metric of the surface.

2. The Schwarzian derivative of Ahlfors

In this paper it plays a prominent role the concept of Schwarzian derivative of a
curve in the space, which was introduced by Ahlfors in [1]. The Schwarzian derivative
of a regular curve ϕ : (a, b) → R

n of class C3, also called Ahlfors’ Schwarzian, is
defined by

S1ϕ =
〈ϕ′, ϕ′′′〉
|ϕ′|2 − 3

〈ϕ′, ϕ′′〉2
|ϕ′|4 +

3

2

|ϕ′′|2
|ϕ′|2 .

A key property of the Ahlfors’ Schwarzian is its invariance under post-composition
with Möbius transformation of Rn. S1ϕ also satisfies the real analogous of (6). More
precisely, if x : (c, d) → (a, b) is of class C3 with x′(t) 6= 0 for all t ∈ (c, d), then

S1(ϕ ◦ x)(t) = S1ϕ(x(t))x
′(t)2 + S1x(t),

where

Sx := S1x =

(
x′′

x′

)′
− 1

2

(
x′′

x′

)2

.

For our purpose, it will be useful an expression for S1 obtained in [8], namely,

(13) S1ϕ =

(
v′

v

)′
− 1

2

(
v′

v

)2

+
1

2
v2k2 = Ss+

1

2
v2k2,

where v is the velocity of ϕ, k its curvature, and s its arc length. We collect in the
below theorems some of the results proven in [8]:

Theorem 4. Let P be a continuous function on (−1, 1) such that no nontrivial
solution u of the differential equation u′′ + Pu = 0 has more that one zero. Let
ϕ : (−1, 1) → R

n ∪ {∞} be a regular curve of class C3. If S1ϕ(x) ≤ 2P (x) on
(−1, 1), then ϕ is injective.

Theorem 5. Let ϕ and P be as before theorem. Suppose moreover than P is
even and ϕ satisfies ϕ(0) = 0, |ϕ′(0)| = 1, ϕ′′(0) = 0, and S1ϕ(x) ≤ 2P (x). Let u
be the solution of the equation u′′ + Pu = 0 with the initial conditions u(0) = 1 and
u′(0) = 0 and we define the function F (x) =

´ x

0
dt

u2(t)
. Then

a.) |ϕ′(x)| ≤ F ′(|x|) on (−1, 1) and ϕ has a spherically continuous extension to
[−1, 1];

b.) if F (1) <∞, then ϕ is injective on [−1, 1] and ϕ has finite length;
c.) if F (1) = ∞, then either ϕ is injective on [−1, 1] or, up to rotation, ϕ = F .
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3. Estimates for the metric of the surface

We start this section with a lemma which generalizes (2) to the class NH0.

Lemma 1. Let 0 < µ ≤ 1 and f ∈ NHµ
0 . Then

∣∣∣∣
∂ log λ

∂z
(z)

∣∣∣∣ ≤
µ|z|

1− |z|2 ,

for all z ∈ D.

Proof. Consider first the case when µ = 1. Since NH0 is invariant under compo-
sition with rotations of the unit disk, it is sufficient to prove the lemma for 0 < z < 1.

From the equality λ = |h′|+ |g′| = |h′| (1 + |q|2) we deduce that

(14) ∂z log λ =
1

2

h′′

h′
+

q′q̄

1 + |q|2

and therefore, if y(t) = ∂z log λ(t), then

y′ =
1

2

(
h′′

h′

)′
+ q′′

q̄

1 + |q|2 + q′
(1 + qq̄)q̄′ − q̄(qq̄′ + q̄q′)

(1 + |q|2)2

=
1

2
Sh +

1

4

(
h′′

h′

)2

+ q′′
q̄

1 + |q|2 +
|q′|2

(1 + |q|2)2 −
(

q̄q′

1 + |q|2
)2

.

It follows, by using (7), that

y′ =

(
1

2

h′′

h′
+

q′q̄

1 + |q|2
)2

+
1

2
Sf +

|q′|2
(1 + |q|2)2 ,

whence in view of (4) and (14),

(15) y′ = y2 +

(
1

2
Sf − 1

4
λ2K

)
.

Hence, by (8) and (15), we conclude that ϕ(t) = | y(t)| satisfies

(16) ϕ′ ≤ ϕ2 +
1

(1− t2)2
.

Note that by definition of NH0, ∂zλ(0) = 0 and therefore ϕ(0) = 0. Consider now
the initial value problem

(17)

{
w′(t) = w2(t) + 1

(1−t2)2 ,

w(0) = 0,

whose solution is w(t) = t(1− t2)−1. Combining (16) with (17) we see that

(ϕ− w)′ ≤ (ϕ− w)(ϕ+ w),

which implies that, for 0 ≤ t < 1,

[e−
´ t

0
(ϕ+w)ds(ϕ− w)]′ = e−

´ t

0
(ϕ+w)ds[(ϕ− w)′ − (ϕ− w)(ϕ+ w)] ≤ 0.

Hence, as ϕ(0) = w(0), we can get e−
´

(ϕ+w)dt(ϕ−w) ≤ 0 and so, | y| = ϕ ≤ w. This
ends the proof for µ = 1.
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Now, we consider the case 0 < µ < 1 and, as above, let y(t) = ∂z log λ(t) and
ϕ(t) = | y(t)|. Proceeding as before, one finds that y satisfies (15) and therefore

(18) ϕ′ ≤ ϕ2 +
µ

(1− t2)2
.

The difference with the proof of the first case is that now we compare with the
problem

(19)




w′(t) = w2(t) +

µ

(1− t2)2
,

w(0) = 0,

whose solution is

w(t) =
t

1− t2
− 2α2

1− t2
Aµ(t),

where α =
√
1− µ and Aµ is given by

Aµ(z) =
1

α

(1 + z)α − (1− z)α

(1 + z)α + (1− z)α
.

From (18) and (19), it may be concluded that | y| ≤ ϕ ≤ w.
On the other hand, a straightforward calculation shows that Aµ is convex in [0, 1],

so ψ(t) = Aµ(t)
t

is increasing here. Thus,

1− α2Aµ(t)

t
≤ 1− α2A′

µ(0) = 1− α2 = µ.

From this and the definition of w we conclude the proof of the lemma. �

Corollary 1. Let 0 < µ ≤ 1 and f ∈ NHµ. Then M = 2 + µ satisfies
∣∣∣∣
∂ log λ

∂z
(z)

∣∣∣∣ ≤
M

1− |z|2

for all z ∈ D.

Proof. We first show the result when f̃(D) is bounded. It is known (see [7]) that

if f ∈ NH and f̃(D) is bounded, then

uf(z) =
1√

(1− |z|2)λ(z)

has a critical point. Let z0 be one of them and we define ϕ(w) = z0−w
1−z̄0w and g = f ◦ϕ.

Observe that g ∈ NHµ. Moreover, since ϕ ∈ Aut(D), we obtain from (9) that
ug = uf ◦ ϕ. Hence, ug has a critical point at zero and consequently so does λg,
because of

∂wug
ug

(w) =
1

2

{
w̄

1− |w|2 − ∂w log λg(w)

}
.

Thus g ∈ NHµ
0 . Lemma 1 now leads to

(20)

∣∣∣∣
∂ log λg
∂w

(w)

∣∣∣∣ ≤
µ|w|

1− |w|2 , w ∈ D.
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On the other hand, it is easy to see that ϕ = ϕ−1. So, f = g ◦ ϕ and consequently,
λf(z) = λg(ϕ(z))|ϕ′(z)|. Thus,

∂z log λf(z) = (∂w log λg(ϕ(z)))ϕ
′(z) +

1

2

ϕ′′

ϕ′ (z).

Hence, from definition of ϕ and (20), we conclude that

|∂z log λf (z)| ≤
µ|ϕ(z)|

1− |ϕ(z)|2 |ϕ
′(z)|+

∣∣∣∣
z̄0

1− z̄0z

∣∣∣∣ ≤
2 + µ

1− |z|2 .

The general case follows by applying the above argument to fr(z) =
1
r
f(rz), z ∈ D,

and letting r → 1−. �

Corollary 2. If f ∈ NH0, then for all ξ ∈ T and 0 ≤ r < 1,

1

2
λ(rξ) ≤ λ(ρξ) ≤ 2λ(rξ),

r ≤ ρ ≤ 1+r
2
.

Proof. Given ξ ∈ T and 0 < r < ρ < 1,

log
λ(ρξ)

λ(rξ)
=

ˆ ρ

r

∂

∂s
log λ(sξ) ds =

ˆ ρ

r

2Re {∂z log λ(sξ)ξ} ds.

Now, by Lemma 1 we have∣∣∣∣log
λ(ρξ)

λ(rξ)

∣∣∣∣ ≤
ˆ ρ

r

2s

1− s2
ds ≤ log 2

if r ≤ ρ ≤ 1+r
2

, and the corollary follows. �

Remark 2. By applying the same reasoning, it can be proved that

1

2µ
λ(rξ) ≤ λ(ρξ) ≤ 2µλ(rξ)

holds for all ξ ∈ T and r ≤ ρ ≤ 1+r
2
, if f ∈ NHµ

0 , 0 < µ ≤ 1. Also, under the same
hypothesis on f , one can obtain

1

M
λ(rξ) ≤ λ(ρξ) ≤Mλ(rξ)

if 0 < r ≤ ρ < 1 satisfy 1− r2 ≤M(1 − ρ2), with M absolute constant.

A similar argument yields the following corollary.

Corollary 3. Let f ∈ NH0 and k > 0. If z = reiθ and ζ = reiν with 0 < r < 1
and |θ − ν| ≤ k(1− r), then

e−2k λ(ζ) ≤ λ(z) ≤ e2k λ(ζ).

In what follows, given f harmonic, we denote by Σ the minimal surface f̃(D)
and by dΣ the metric on the surface. Moreover, df(z) will denote the extended real

number df(z) := sup{r ≥ 0: BΣ(f̃(z), r) ⊂ Σ } = d(f̃(z), ∂Σ). With this notation
we then have the following result (see [6]). If f is a harmonic function satisfying (8)
with p(t) = (1− t2)−2, then

(21) df(z0) ≥
(1− |z0|2)λ(z0)

1−|z0|
G(1)

+ |(1− |z0|2)(∂z log λ)(z0)− z̄0|
, z0 ∈ D.
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Here,

G(r) =
1√
2

(1 + r)
√
2 − (1− r)

√
2

(1 + r)
√
2 + (1− r)

√
2
.

It follows from this and Corollary 1 that C = 4 +
√
2 satisfies

(22) (1− |z0|2)λ(z0) ≤ C df(z0), z0 ∈ D,

for all f ∈ NH . Inequality (22) can be viewed as an analogue in the class NH of
the first inequality of

1

4
(1− |z|2)|f ′(z)| ≤ df(z) ≤ (1− |z|2)|f ′(z)|, z ∈ D,

which holds for f analytic and univalent in the unit disk. It still is not proven an
analogue of the second inequality, at least in NH . In this direction, Theorem 6 gives
solution to the problem in NHµ, 0 < µ < 1. In the proof of the theorem we will use
some estimates whose demonstration follows the same reasoning as in the proof of
Lemma 1, so we omit details.

Lemma 2. Let g be a real smooth function on (−1, 1) such that g′(t) > 0 for all
t and g′′(0) = 0. Suppose that the Schwarzian derivative of g satisfies

Sg(t) ≤ 2µ

(1− t2)2
, 0 ≤ µ < 1

on (−1, 1). Then there is M > 0 (depending only on µ) such that

(23)

ˆ 1

r

g′(t) dt ≤M(1 − r2)g′(r), 0 ≤ r < 1.

Proof. The condition on Sg implies that if y = 1
2
g′′

g′
, then

y′(t) ≤ y2(t) +
2µ

(1− t2)2
,

whence

(24)
g′′

g′
(t) ≤ 2µ

t

1− t2
, 0 ≤ t < 1.

As in the proof of Corollary 2, one sees that g′(ρ) ≤ 2µg′(r), 0 ≤ r ≤ ρ ≤ (1 + r)/2.
Hence, considering the sequence a0 = r and ai =

1+ai−1

2
, we obtain that

ˆ 1

r

g′(t) dt =
∞∑

i=1

ˆ ai

ai−1

g′(t) dt ≤
∞∑

i=1

2µg′(ai−1)(ai − ai−1) ≤ (1− r)g′(r)
∞∑

i=1

(
2µ−1

)i
.

It follows (23) with M = Σ∞
i=1(2

µ−1)i. �

The same argument applied to h(t) = −g(−t), −1 < t < 1, shows that

(25)

ˆ r

−1

g′(t)dt ≤M(1 − r2)g′(r), −1 < r ≤ 0.

As above, M = Σ∞
i=1(2

µ−1)i.

Theorem 6. Let f ∈ NHµ, 0 < µ < 1. There is M > 0 (depending only on µ)
such that for all z0 ∈ D,

(26) df(z0) ≤M(1 − |z0|2)λ(z0).
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Proof. On the one hand, since 0 < µ < 1, the strict inequality in (8) is satisfied

with p(t) = (1 − t2)−2. So f̃ is univalent in D (note that f̃(D) ⊂ R
3). Thus, there

is at most one point ζ in the boundary T of D such that f̃(ζ) = ∞. Therefore there
is at least a diameter γ(t) = tξ, −1 < t < 1 and ξ ∈ T− {±ζ} such that the curve

ϕ = f̃ ◦ γ has finite length. By rotation, if necessary, we can assume that ξ = 1.

Thus,
´ 1

−1
|ϕ′(t)| dt <∞.

On the other hand, it is known that ([4], Lemma 3.1),

S1ϕ ≤ Re {Sf(t)}+ λ2(t)|K(t))|, −1 < t < 1.

From this and (13) it follows that
(
v′

v

)′
− 1

2

(
v′

v

)2

≤ |Sf(t)|+ λ2(t)|K(t))|,

where v(t) = λ(t) = |ϕ′(t)|, t ∈ (−1, 1). Thus, by definition of NHµ, h(t) =
´ t

0
|ϕ′(s)| ds satisfies

(27) Sh(t) =

(
v′

v

)′
− 1

2

(
v′

v

)2

≤ 2µ

(1− t2)2

for all t ∈ (−1, 1). Now we consider the function

x(s) =
e2s − 1

e2s + 1
, −∞ < s <∞,

which is bijective and increasing from R onto (−1, 1) with inverse s(x) = 1
2
log 1+x

1−x .
We prove that y = u ◦ x is convex, where

u(t) := uh(t) =
1√

(1− t2)h′(t)
, −1 < t < 1.

In first place, note that y = (w ◦ x)/
√
x′. Here, w = 1/

√
h′, which is a solution of

(28) w′′ +
1

2
(Sh)w = 0.

By deriving log y and noting that x′ = 1− x2, one obtains

y′′

y
−
(
y′

y

)2

=
(w′ ◦ x)x′′
w ◦ x + (x′)2

w′′ ◦ x
w ◦ x − (w′ ◦ x)2(x′)2

(w ◦ x)2 + x′.

Hence, by (28) and x′′ = −2xx′, we see that y satisfies

y′′(s) =

(
1− (1− x2(s))2

1

2
Sh(x(s))

)
y.

Finally, by (27) the expression in parenthesis is non negative, so y is convex.
Now we will show that u has an absolute minimum. In fact, since the integral

ˆ 1

0

|ϕ′(t)| dt =
ˆ 1

0

h′(t) dt =

ˆ ∞

0

h′(x(s))x′(s) ds =

ˆ ∞

0

ds

y2(s)

is finite, there is an increasing and non bounded sequence (sn) such that y(sn) → ∞
when n→ ∞. The convexity of y implies that y(s) → ∞ when s→ ∞. Hence, since
y(s) = u(x(s)) and x(s) → 1 if and only if s→ ∞, we conclude that u(t) → ∞ when
t→ 1. Similarly, u(t) → ∞ when t→ −1.
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Now we can claim that there is t0 ∈ (−1, 1) such that u′(t0) = 0 and we proceed
as in the proof of Corollary 1. Without loss of generality we suppose t0 ≥ 0 and
we consider the function T (s) = t0−s

1−t0s , which is bijective from (−1, 1) onto (−1, 1),

decreasing, and satisfies (1− |s|2)|T ′(s)| = 1− |T (s)|2. It follows that, if g = −h ◦ T ,
then ug(s) = uh(T (s)) and therefore u′g(0) = u′h(T (0))T

′(0) = 0. Thus, the equality

u′g(s)

ug(s)
=

s

1− s2
− 1

2

g′′(s)

g′(s)

implies g′′(0) = 0. Observe that, from the definition of g and (27),

Sg(s) = (Sh ◦ T (s))(T ′(s))2 ≤ 2µ

(1− |s|2)2 ,

−1 < s < 1. By Lemma 2 we deduce that g satisfies (23) and (25).
Let us first prove (26) when z0 is a real number r.

Step 1. Suppose that r ≤ t0. By definition of g, one easily has that

df(r) ≤
ˆ r

−1

h′(t) dt ≤
ˆ T−1(r)

1

h′(T (s))T ′(s) ds =

ˆ 1

T−1(r)

g′(s) ds.

But T−1(r) ≥ T−1(t0) = 0 since T is decreasing. So, by (23),

df(r) ≤M(1 − |T−1(r)|2)g′(T−1(r)).

Hence a straightforward calculation shows that

df(r) ≤M(1 − r2)h′(r) =M(1 − r2)λ(r)

and follows Step 1.

Step 2. Suppose now r ≥ t0 and let S(ζ) = r−ζ
1−rζ and F = f◦S. Since S ∈ Aut(D),

F ∈ NHµ. Moreover, λF = (λf ◦S)|S ′| and, as r is real, S fixes the diameter (−1, 1).

Thus, the curve ψ(t) = F̃ (t), −1 < t < 1 has finite length. If h1 denotes the arc
length function of ψ, then

h′1(t) = |ψ′(t)| = λF (t) = λf(S(t))|S ′(t)| = h′(S(t))|S ′(t)|,
whence we obtain

uh1(t) =
1√

(1− t2)h′1(t)
=

1√
(1− t2)h′(S(t))|S ′(t)|

= uh(S(t))

and consequently, S−1(t0) is a critical point of uh1. Now, as S−1(t0) = r−t0
1−rt0 ≥ 0

because r ≥ t0, it follows from Step 1 that dF (s) ≤ M(1−s2)h′1(s) for all s ≤ S−1(t0).
If in particular s = 0, one then has that

df(r) = dF (0) ≤Mh′1(0) =M(1 − r2)h′(r)

and we conclude Step 2. Thus, we have proven (26) if z0 ∈ (−1, 1).

Finally, as f̃ is injective from D into R
3 ∪ {∞}, there is at most one ζ ∈ T such

that f̃(ζ) = ∞. So, given z0 ∈ D, there is ξ ∈ T such that if γ is the hyperbolic

segment determined by ξ and z0, then the curve ϕ = f̃ ◦ γ has finite length. Fix an
automorphism T of D that maps (−1, 1) onto γ with the conditions T (0) = z0 and
|T ′(0)| = 1 − |z0|2 and we define the harmonic function F = f ◦ T . We know that
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F ∈ NHµ and the curve ψ(t) = F̃ (t), −1 < t < 1 has finite length. From the above
proven it follows that

dF (r) ≤M(1 − r2)λF (r), −1 < r ≤ 1.

But λF = (λ ◦ T )|T ′|, then for r = 0 one obtains that

df(z0) = dF (0) ≤MλF (0) =Mλf (T (0))|T ′(0)| =M(1 − |z0|2)λf(z0),
which completes the proof. �

4. Proof of the main results

In this section we will prove the main theorems of the paper. We start with some
results concerning to the classes of John surfaces defined before.

Proof of Theorem 1. a.) Given q ∈ Σ, q 6= p, there are ξ ∈ T and ρ ∈ (0, 1) such

that q = f̃(ρξ). The curve γξ(t) = f̃(tξ), 0 ≤ t ≤ ρ has endpoints at p and q and

moreover, if y is a point of the curve, then y = f̃(rξ) for some r ∈ (0, ρ). Proceeding
as in the proof of (23), one sees that

ℓ(γξ(y, q)) ≤M(1 − r2)λ(rξ),

where M =
∑∞

i=1 (2
µ−1)

i
> 1. It follows from this and (22), that

ℓ(γξ(y, q)) ≤ b df(rξ) = b dΣ(y, ∂Σ),

with b =MC > 1 and we conclude a.).

b.) Fix ξ ∈ T. From above we know that ϕ(r) =
´ 1

r
λ(tξ) dt satisfies

(29) ϕ(r) ≤M(1 − r2)λ(rξ), M > 1.

This inequality and ϕ′(r) = −λ(rξ) imply that, for 0 < r < ρ < 1,

log
ϕ(ρ)

ϕ(r)
=

ˆ ρ

r

ϕ′(t)

ϕ(t)
dt ≤ 1

2M
log

1− ρ

1− r
.

Thus,

(30) ϕ(ρ) ≤ ϕ(r)

(
1− ρ

1− r

)1/2M

.

On the other hand, by definition of ϕ and by Corollary 2,

ϕ(ρ) ≥
ˆ (1+ρ)/2

ρ

λ(tξ) dt ≥ 1

4
(1− ρ)λ(ρξ),

whence ϕ(ρ) ≥ 1
8
(1− ρ2)λ(ρξ). Hence, by (29) and (30),

1

8
(1− ρ2)λ(ρξ) ≤M(1 − r2)λ(rξ)

(
1− ρ

1− r

)1/2M

and therefore
(1− ρ2)λ(ρξ)

(1− r2)λ(rξ)
≤ K

(
1− ρ

1− r

)α

,

where α = 1
2M

∈ (0, 1) and K = 8M .
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c.) Let ζ = ρeiθ ∈ B(z). From Corollary 3 and b.) it follows that

(1− |ζ |2)λ(ζ)
(1− |z|2)λ(z) ≤ eπ

(1− ρ2)λ(ρeit)

(1− r2)λ(reit)
≤ eπK

(
1− ρ

1− r

)α

which implies (11) with K1 = eπK. �

Corollary 4. Let 0 < µ < 1 and f ∈ NHµ be bounded. Then f̃(D) is a John
surface.

Proof. With the notation of Corollary 1, g = f ◦ϕ ∈ NHµ
0 . From above theorem,

we get immediately that f̃(D) = g̃(D) is a John surface. �

In general, if f ∈ NH , f̃(D) need not be a John surface. Now we will prove that
it is true when f satisfies (10).

Theorem 7. Let f ∈ NH and we suppose that there are α ∈ (0, 1), r0 ∈ [0, 1),
and K > 0 satisfying (10) for 0 ≤ r0 ≤ r < ρ < 1. That is,

(1− ρ2)λ(ρξ)

(1− r2)λ(rξ)
≤ K

(
1− ρ

1− r

)α

,

for all ξ ∈ T and 0 ≤ r0 ≤ r < ρ < 1. Then Σ = f̃(D) is a John surface with center

f̃(0) = p and the curves γξ(t) = f̃(tξ), 0 ≤ t ≤ 1 are John curves.

Proof. First we note that by compactness of {z : |z| ≤ r0} and continuity of λ,
there is a constant K > 0, which also will be denoted by K, satisfying (10) for
0 ≤ r < ρ < 1.

Next, we prove that Σ is bounded. The condition (10) with r = 0 implies that

λ(ρξ) ≤ K1(1− ρ)α−1, ξ ∈ T and 0 < ρ < 1. Hence, given any point f̃(ρξ) in Σ,

|f̃(ρξ)− f̃(0)| ≤
ˆ ρ

0

λ(tξ) dt ≤ K1

α

and therefore Σ is bounded.
On the other hand, by Corollary 1 there is a constant M , which is independent

of f , such that

(31)

∣∣∣∣
∂ log λ

∂z
(z)

∣∣∣∣ ≤
M

1− |z|2 , z ∈ D.

Hence, by (21) we deduce that C = 1 +
√
2 +M satisfies

(1− |z|2)λ(z) ≤ C df(z), z ∈ D.

Finally, fix q ∈ Σ, q 6= p, and let ξ ∈ T and ρ ∈ (0, 1) such that q = f̃(ρξ). The

curve γξ(t) = f̃(tξ), 0 ≤ t ≤ ρ has endpoints at p and q and, if y is a point of the

curve, y = f̃(rξ) for some r ∈ (0, ρ). By (10) one obtains that

ℓ(γξ(y, q)) =

ˆ ρ

r

λ(tξ) dt ≤ K(1− r)1−αλ(rξ)

ˆ ρ

r

dt

(1− t)1−α
,

whence

ℓ(γξ(y, q)) ≤
K

α
(1− r2)λ(rξ) ≤ b df(rξ),

with b = KC/α. �
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As we have mentioned in the introduction, in [10] it is proven that if f ∈ N
satisfies (3), then f(D) is a John domain. The following theorem generalizes this
result to harmonic mappings.

Theorem 8. Let f ∈ NH . If

(32) lim sup
|z|→1

(1− |z|2) |∂z log λ(z)| < 1,

then Σ = f̃(D) is a John surface with center p = f̃(0). Furthermore, the curves

γξ(t) = f̃(tξ) are John curves for every ξ ∈ T.

Proof. By (32) there is a constant M for which (31) holds. Thus, from the proof
of Theorem 7, it is sufficient to show that there is r0 satisfying (10) for 0 < r0 ≤ r <
ρ < 1. In fact, by (32), there are 0 < β < 1 and β ≤ r0 < 1 such that

(1− |z|2)|∂z log λ(z)| ≤ β < 1, r0 ≤ |z| < 1.

Thus, for r0 ≤ r < ρ < 1 and ξ ∈ T, we have

log
(1− ρ2)2λ(ρξ)

(1− r2)λ(rξ)
=

ˆ ρ

r

∂

∂t
log(1− t2)λ(tξ) dt

= 2

ˆ ρ

r

Re

{
ξ∂z log λ(tξ)−

t

1− t2

}
dt <

ˆ ρ

r

−2α

1− t2
dt,

where α = r0 − β. Hence,

log
(1− ρ2)2λ(ρξ)

(1− r2)λ(rξ)
≤ log

(
1− ρ

1− r

)α(
1 + r

1 + ρ

)α

whence (10) holds for 0 < r0 ≤ r ≤ ρ < 1. This completes the proof. �

Proof of Theorem 2. The demonstration is an application of the results proved
for the class NHµ, 0 < µ < 1 and follows the argument of the proof of Theorem 4 in
[15]. We will use the same notation as in that proof.

The condition on c implies that there are δ > 0 and 0 < r1 < 1 such that

(33) |Sf(z)| + λ2(z)|K(z)| ≤ 2− 5δ

(1− |z|2)2
holds in the annulus {r1 < |z| < 1}. Next, for α > 0 to be chosen later, we consider
the function

ϕ(ξ) := ϕα(ξ) = e−iπδ/2
(
1 + ξ

1− ξ

)1−δ
− iα

whose Schwarzian derivative is given by

(34) Sϕ(ξ) =
2δ(2− δ)

(1− ξ2)2
, ξ ∈ D.

Note that ϕ maps the unit disk conformally onto a domain Ω ⊂ {z : Re z > 0}. Ω is
an angle with vertex −iα, measure π(1 − δ), and has [−iα,−i∞] as one boundary
line. Now it is easily seen that the function

ψ(ξ) = eiθ
ϕ(ξ)− 1

ϕ(ξ) + 1
= T ◦ ϕ, 0 ≤ θ ≤ 2π,

where T (z) = eiθ z−1
z+1

, maps the unit disk onto a subdomainH of D, bounded by an arc
of T (the image of the ray [−iα,−i∞] under ψ) and a circular segment S contained
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in the interior of the unit disk. S intersects to T at eiθ and eiθ(α − i)/(α + i). See
Figure 3.1.

ψ

1 1r1

H

Figure 3.1.

Now, since the argument of (α − i)/(α + i) is negative, ∂H ∩ T has the form
{eit : θ − β ≤ t ≤ θ} with β depending only on α. As the angle in the intersection
(π(1− δ)) and one of the points of intersection are independent of α, we can choose
α in such a way that H ⊂ {r1 < |z| < 1}. Proceeding in this way one can construct
finitely many congruent domains H := H(θ) which cover an annulus of the form
{r2 < |z| < 1}, where 0 < r1 < r2 < 1. Let H1, . . . , Hn be such domains.

On the other hand, if H is one of the domains H1, . . . , Hn and ψ is the corre-
sponding function, we obtain from (34) and ψ = T ◦ ϕ that

(35) Sψ(ξ) = Sϕ(ξ) =
2δ(2− δ)

(1− ξ2)2
, ξ ∈ D.

Thus, as H = ψ(D) ⊂ {r1 < |z| < 1}, it follows from (6), (9), (33), and (35) that the
harmonic function h = f ◦ ψ satisfies

|Sh(ξ)|+ λ2h(ξ)|Kh(ξ)| ≤ |Sf(ψ(ξ))||ψ′(ξ)|2 + |Sψ(ξ)|+ λ2f (ψ(ξ))|ψ′(ξ)|2|Kf(ψ(ξ))|

≤ 2− 5δ

(1− |ψ(ξ)|2)2 |ψ
′(ξ)|2 + 2δ(2− δ)

(1− |ξ|2)2 .

Hence by Schwarz–Pick’s Lemma,

|Sh(ξ)|+ λ2h(ξ)|Kh(ξ)| ≤
2− δ

(1− |ξ|2)2

and therefore h ∈ NHµ, where µ = (2 − δ)/2 < 1. We conclude from Corollary 4

that f̃(H) = h̃(D) is a John surface.
Thus, we have built finitely many domains H1, . . . , Hn covering an annulus of

the form {r2 ≤ |z| < 1} such that, for all k = 1, . . . , n, f̃(Hk) is a bk-John surface for
some bk > 1.

We now complete the proof of the theorem as follows. We denote by pk =
f̃(rkξk), 0 < rk < 1, and ξ ∈ T the center of the John surface f̃(Hk) and let

Σ2 = f̃({z : |z| ≤ r2}), M = max {λ(z) : |z| ≤ r2}, and αk(t) = f̃(tξk), 0 ≤ t ≤ rk.
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Given q ∈ Σ2, q 6= p = f̃(0), there is ξ ∈ T and 0 ≤ r ≤ r2 such that q = f̃(rξ).

Thus, γ(t) = f̃(tξ), 0 ≤ t ≤ r has endpoints at p and q and, if y ∈ γ,

ℓ(γ(y, q)) ≤
ˆ r2

0

γ(tξ) dt ≤ M

K1

df(y),

where K1 = inf {df (z) : |z| ≤ r2} > 0.

Next, we consider the case q /∈ Σ2. Then q ∈ f̃(Hk) for some k ∈ {1, 2 . . . , n}.
Let α be a John curve from pk to q and γ := γk = αk + α. We have two cases. If
y ∈ α,

ℓ(γ(y, q)) = ℓ(α(y, q)) ≤ bk d(y, ∂Σ).

Now we suppose that y is any point in αk. The compactness of α1 ∪ . . .∪ αn implies
that there is K2 > 0 satisfying

d(z, ∂Σ) ≤ K2 for all z ∈ α1 ∪ . . . ∪ αn.
Then, if K3 = max {ℓ(αk) + bk d(pk, ∂Σ): k = 1, . . . n},

ℓ(γk(y, q)) ≤ ℓ(αk) + ℓ(α) ≤ I + bk d(pk, ∂Σ) ≤ K3.

Hence,

ℓ(γk(y, q)) ≤
K3

K2

df(y).

It follows that f̃(D) is a b−John surface with b = max {M/K1, K3/K2, bk}. �

We proceed now with the proof of Theorem 3. Before the proof, we need some
preliminary lemmas.

Lemma 3. Let a = reiθ ∈ D and S be the hyperbolic segment orthogonal to
diameter [−eiθ, eiθ] at a. Let eiθ1 and eiθ2, θ1 < θ2 be the endpoints of S. There is a
constant K, which is independent of r, such that for all w = r1e

iα ∈ S holds

a.) |θ2 − α| ≤ K(1− r1), if θ ≤ α;
b.) |θ1 − α| ≤ K(1− r1), if α ≤ θ.

Proof. Without loss of generality, we assume that α > θ = 0.
Let β = ∠(w, eiθ2, eiα) and let γ = ∠(r, eiθ2, 1). Then β ≥ γ. But γ = π/4, since

γ = π/2− ∠(0, eiθ2 , r)− ∠(1, eiθ2, c),

where c is the center of S, and further

∠(0, eiθ2, r) + ∠(1, eiθ2 , c) =
1

2
(ϕ+ φ),

where ϕ and φ are the two other angles of right triangle △(0, eiθ2, c).
Now, let z be the projection of eiα on the segment [w, eiθ2]. Then, since β ≥ π/4,

we have
∣∣eiθ2 − eiα

∣∣ ≤
√
2 |z − eiα|. Combining this with

|θ2 − α| ≤ π

2
√
2

∣∣eiθ2 − eiα
∣∣ and

∣∣z − eiα
∣∣ ≤

∣∣w − eiα
∣∣

we obtain the result with K = π/2. �

Remark 3. With the notation before, we can conclude from Lemma 3 and
Corollary 3 that there is M > 0 such that if f ∈ NH0, then

a.) 1
M
λ(r1e

iθ2) ≤ λ(w) ≤Mλ(r1e
iθ2), if θ ≤ α;

b.) 1
M
λ(r1e

iθ1) ≤ λ(w) ≤Mλ(r1e
iθ1), if θ ≥ α.
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Lemma 4. With the notation of Lemma 3, if f ∈ NHµ
0 , 0 < µ < 1, then

ℓ(Γ) ≤ M̃(1− r2)λ(a),

where Γ = f̃(S) and M̃ is a constant depending only on µ.

Proof. Let Si ⊂ S be the arc from a to eiθi and Γi = f̃(Si), i = 1, 2. We will

have proved the lemma if we show that, for i = 1, 2 ℓ(Γi) ≤ M̃i(1− r2)λ(a) with M̃i

depending only on µ. We will prove only the case i = 2, because the proof of the
other one is similar. For this we consider the parametrization of S2 given by

ϕ(t) = ξ
ri− t

1 + rti
, 0 ≤ t ≤ 1,

where ξ = −ieiθ. Hence by Remark 3,

ℓ(Γ2) =

ˆ 1

0

λ(ϕ(t))|ϕ′(t)| dt ≤ M

ˆ 1

0

λ(|ϕ(t)|eiθ2)|ϕ′(t)| dt.

To obtain the lemma we consider separately the two integrals
ˆ 1/2

0

λ(|ϕ(t)|eiθ2)|ϕ′(t)| dt and

ˆ 1

1/2

λ(|ϕ(t)|eiθ2)|ϕ′(t)| dt.

For the first integral, we see from

1− |ϕ(t)|2 ≥ 1− |ϕ(1
2
)|2 ≥ 1− r2 +

(
1
2

)2

1 +
(
r
2

)2

that 1− r2 ≤ 2(1−|ϕ(t)|2) holds for 0 ≤ t ≤ 1
2
. So in view of Remark 2, we conclude

that there is M2 such that
ˆ 1/2

0

λ(|ϕ(t)|eiθ2)|ϕ′(t)| dt ≤M2

ˆ 1/2

0

λ(reiθ2)|ϕ′(t)| dt.

Finally, from Remark 3 and the inequality |ϕ′(t)| ≤ 4(1 − r2), which holds for 0 ≤
t ≤ 1

2
, it follows that

(36)

ˆ 1/2

0

λ(|ϕ(t)|eiθ2)|ϕ′(t)| dt ≤M3(1− r2)λ(a).

For the second integral, defining u = |ϕ(t)| one verifies that

uu′ = t
1 + r2

1 + r2t2
|ϕ′(t)| and t2 =

u2 − r2

1− r2u2
,

hence

|ϕ′(t)| = 1

t(1 + r2)

√
1 + r2t2

√
t2 + r2 u′ ≤ 4u′

and finally
ˆ 1

1/2

λ(|ϕ(t)|eiθ2)|ϕ′(t)| dt ≤ 4

ˆ 1

|ϕ(1/2)|
λ(ueiθ2) du ≤ 4

ˆ 1

r

λ(ueiθ2) du.

Proceeding now as in the proof of (23) we obtain
ˆ 1

1/2

λ(|ϕ(t)|eiθ2)|ϕ′(t)| dt ≤M4(1− r2)λ(reiθ2),
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with M4 depending only on µ. The lemma follows by using Remark 3 and (36). �

Lemma 5. Let M, δ, and C be positive constants. The family F of harmonic
functions f = h+ ḡ such that h(0) = g(0) = 0, δ ≤ λ(0) ≤ C, and

(37)

∣∣∣∣
∂ log λ

∂z
(z)

∣∣∣∣ ≤
M

1− |z|2 , z ∈ D,

is compact. Here, as before, λ(z) = |h′(z)| + |g′(z)| 6= 0 for all z ∈ D.

Proof. Given z ∈ D, by (37) and a standard argument of integration one obtains
for f ∈ F that,

(38) δ1(1− |z|)M ≤ λ(z) ≤ C1

(1− |z|)M .

Hence, by (37), it follows that

|∇λ(z)| ≤ 2C1M

(1− |z|)M+1
,

whence {λf : f ∈ F} is a normal family. Note moreover that (38) and λ = |h′| +
|g′| imply that {h : f = h + ḡ ∈ F} and {g : f = h+ ḡ ∈ F} are normal families of
analytic functions. Thus, given the sequences of functions fn = hn + ḡn ∈ F and
λn = |h′n| + |g′n|, there are analytic functions h, g, a nonnegative function λ, and
subsequences (hnk

), (gnk
), and (λnk

) such that

hnk
→ h, gnk

→ g, and λnk
→ λ

locally uniformly in D. It follows that if f = h + ḡ, then λf = λ. Furthermore,
in view of (38) we deduce that λf does not vanish in D. It is clear also that λf
satisfies (37) and fnk

→ f locally uniformly in D. In consequence, f ∈ F and so F
is compact. �

Lemma 6. Let a and S be as in Lemma 3 and T the automorphism of the unit
disk that maps (−1, 1) onto S in such a way that, T (−1) = eiθ2, T (0) = a, and
T (1) = eiθ1 . Suppose moreover that f ∈ NHµ

0 , 0 < µ < 1 and λ1 = (λ ◦ T )|T ′|. If x
is a critical point of the function

(39) v(t) =
1√

(1− t2)λ1(t)
, −1 < t < 1,

and |x| > µ+ η, for some η > 0, then there is M > 0 such that

1

M
λ(y) ≤ λ(a) ≤ Mλ(y),

where y = T (x).

Proof. By a straightforward calculation one can see that T (z) = −ieiθ ri+z
1−riz ,

v′(t)

v(t)
=

1

2

{
2t

1− t2
− λ′1(t)

λ1(t)

}
,

and
λ′1(t)

λ1(t)
=

〈∇λ(T (t)), T ′(t)〉
λ(T (t))

+ Re
T ′′(t)

T ′(t)
.
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From this and the assumption v′(x) = 0 we obtain

2x

1− x2
=

〈∇λ(T (x)), T ′(x)〉
λ(T (x))

+ Re
T ′′(x)

T ′(x)
.

Hence, by Lemma 1 and Re T
′′(x)
T ′(x)

= − 2r2x
1+r2x2

, we deduce that

|x|
1− |x|2 ≤ µ|T (x)|

1− |T (x)|2 |T
′(x)|+ r2|x|

1 + r2x2
≤ µ|T (x)|

1− |x|2 +
1

1 + r2x2

≤ µ

1− |x|2 +
1

1 + r2x2
,

from which we obtain
|x| − µ

1− |x|2
≤ 1

1 + r2x2
.

We conclude from the condition |x| > µ+ η that

η

1− x2
<

1

1 + r2x2

and therefore 1+r2x2

1−x2 < 1
η
. Finally, the equalities

|T ′(x)|
1− |T (x)|2 =

1

1− |x|2 and |T ′(x)| = 1− r2

1 + r2x2
,

imply

(40)
1− |a|2

1− |T (x)|2 =
1 + r2x2

1− x2
≤ 1

η
.

Hence and from Remark 2 and Remark 3, the assertion of the lemma follows. �

The following is an immediate consequence of the lemma and (40).

Corollary 5. Under the same hypothesis as lema before, there are positive con-
stants C = C(µ, η) and δ = δ(µ, η) such that

δ ≤ (1− |y|2)λ(y)
(1− |a|2)λ(a) ≤ C,

where y = T (x).

Proof of Theorem 3. First observe that, as f̃ is bounded, there is no loss of gen-
erality in assuming that λ has a critical point at the origin (see proof of Corollary 1).
Under this assumption, Lemma 1 implies that

(41)

∣∣∣∣
∂ log λ

∂z
(z)

∣∣∣∣ ≤
µ|z|

1− |z|2 , z ∈ D.

Suppose the theorem were false. Then we could find sequences of points ζ±n ∈ T such
that

(42)
|f̃(ζ+n )− f̃(ζ−n )|

ℓ(Γn)
≤ |f̃(ζ+n )− f̃(ζ−n )|

diam(Γn)
→ 0,
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where Sn is the hyperbolic segment with endpoints at ζ+n and ζ−n and Γn = f̃(Sn).
Thus, if zn denotes the Euclidean midpoint of Sn, from (42) and Lemma 4 one can
obtain

(43)
f̃(ζ+n )− f̃(ζ−n )

(1− |zn|2)λ(zn)
→ 0.

The first step of the proof consists in define a sequence of harmonic mappings fn ∈
NHµ satisfying fn(0) = 0 and s′′n(0) = 0, where sn is the arc length function of the

curve ϕn(t) = f̃n(t), −1 < t < 1 and f̃n is the lifting of fn with f̃n(0) = 0. For this we
consider the automorphisms Tn of the unit disk, which map (−1, 1) onto Sn in such a
way that Tn(±1) = ζ± and Tn(0) = zn. Note that Tn(z) = −eiθn irn+z

1−irnz if zn = rne
iθn .

We have seen before that f ◦ Tn ∈ NHµ and λf◦Tn = (λ ◦ Tn)|T ′
n|. Proceeding as in

the proof of Theorem 6, we conclude that the functions

uf◦Tn(t) =
1√

(1− t2)λf◦Tn(t)
, 0 < t < 1

have an absolute minimum at some xn ∈ (−1, 1).
With xn as above, let Qn(z) = xn−z

1−xnz , Rn = Tn ◦ Qn, and Fn = f ◦ Rn. Note

that Fn ∈ NHµ and, since Qn fixes (−1, 1), Rn maps (−1, 1) onto Sn. Furthermore,
λFn

= (λ ◦Rn)|R′
n|. Hence,

uFn
(t) =

1√
(1− t2)λFn

(t)
= (uf◦Tn ◦Qn)(t)

and consequently uFn
has a critical point at t = 0. It follows that

∂λFn

∂x
(0) = 0. From

the discussion above it is clear that the functions

fn =
f ◦Rn(z)− f(ξn)

(1− |zn|2)λ(zn)
,

where Rn(0) = Tn(xn) = ξn, satisfy fn ∈ NHµ, fn(0) = 0, and ∂xλn(0) := ∂xλfn(0) =
0. The last equality being a consequence of

(44) λn(z) =
λFn

(z)

(1− |zn|2)λ(zn)
=
λ(Rn(z))|R′

n(z)|
(1− |zn|2)λ(zn)

.

We obtain also that, if fn = hn + ḡn, where

hn =
h ◦Rn(z)− h(ξn)

(1− |zn|2)λ(zn)
and gn =

g ◦Rn(z)− g(ξn)

(1− |zn|2)λ(zn)
,

then hn(0) = gn(0) = 0. Moreover, by using (41) and (44) and proceeding as in the
proof of Corollary 1, we see that λn satisfies (37) with M = 2 + µ < 3.

Next, we will show that there are positive constants δ and C satisfying

(45) δ ≤ λn(0) ≤ C for n large enough.

We considerer two cases. First we suppose that there is a subsequence of (xn), which
we will denote again by (xn), such that |xn| > 1+µ

2
for all n. By defining η = 1−µ

2
,

(45) follows from Corollary 5 and the equation

(46) λn(0) =
(1− |Tn(xn)|2)λ(Tn(xn))

(1− |zn|2)λ(zn)
.
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In the other case, |xn| ≤ 1+µ
2

:= K for all but finitely many indices n. Without loss

of generality we may assume |xn| ≤ 1+µ
2

:= K for all n. Therefore, from

|T ′
n(xn)|

1− |Tn(xn)|2
=

1

1− |xn|2
and |T ′

n(xn)| =
1− |zn|2

1 + |zn|2x2n
,

we have
1− |zn|2

1− |Tn(xn)|2
=

1 + |zn|2x2n
1− |xn|2

≤ 2

1−K2
.

Hence (45) follows by Remark 2 and (46).
Note that, as η = η(µ) and K = K(µ), the constants C and δ in (45) depend

only on µ.
Without loss of generality we can assume that (45) holds for all n and in virtue

of Lemma 5, we can suppose that there are analytic functions H,G and a positive
function σ such that (hn), (gn), and (λn) converge locally uniformly in D to H , G,
and σ respectively. Moreover, there are positive constants K = K(µ) and M =M(µ)
which satisfy

(47) λn(z) ≤
K

(1− |z|)M , z ∈ D.

The last steep of the proof is to show that there is a curve ϕ ∈ C∞(−1, 1) satisfying
the hypothesis of Theorem 5 but is not injective in [−1, 1]. To construct our curve,

consider the sequence of lifts f̃n of fn with f̃n(0) = 0 and let un, vn, wn be its harmonic
real components. By (47), the sequences (un), (vn) and (wn) are locally bounded in
D. Therefore, there are harmonic functions u, v, and w and subsequences (unk

), (vnk
),

and (wnk
) which converge locally uniformly in D to u, v, and w respectively. Conse-

quently, the sequence of curves ϕnk
(t) = f̃nk

(t), −1 ≤ t ≤ 1 converges uniformly in
each compact subset of (−1, 1) to the curve ϕ(t) = (u(t), v(t), w(t)). Note that ϕ is
infinitely differentiable because u, v and w are harmonic functions in D. Moreover,
|ϕ′(t)| = σ(t) 6= 0 for all t ∈ (−1, 1). We will prove that the convergence is uniform
in [−1, 1]. First we note that from (13) and the inequality

S1ϕn(t) = Ssn(t) + |ϕ′
n(t)|2k2n(t) ≤

2µ

(1− t2)2
, −1 < t < 1,

(see proof of Theorem 6) where sn is the arc length function of ϕn and kn its curvature,
it follows that

(48) S1ϕ(t) ≤
2µ

(1− t2)2
, −1 < t < 1,

and

Ssn(t) ≤
2µ

(1− t2)2
, −1 < t < 1.

Hence, since s′′n(0) = ∂xλn(0) = 0, sn satisfies (24). Thus,

s′′n(t)

s′n(t)
≤ µ

2t

1− t2
, 0 ≤ t < 1.

From this, by (45), one obtains by integration that

λn(t) = s′n(t) ≤
C

(1− t2)µ
, 0 ≤ t < 1.
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Now, by applying this same argument to the function s̃n(t) = −sn(−t), −1 < t < 1,
we conclude that the inequality above also holds for −1 < t < 0. This is consequence
of the fact that s̃n and sn have the same Schwarzian derivative and s̃ ′′

n(0) = s ′′(0) = 0.
Finally, in view of the condition 0 < µ < 1, the right member of the inequality

above is integrable on (−1, 1). So, the sequence (ϕn) is equicontinuous and bounded
in [−1, 1]. In particular, so is (ϕnk

). Thus, each subsequence has a subsequence
which converge uniformly in [−1, 1]. It follows that (ϕnk

) converges to ϕ uniformly
in [−1, 1] and, in consequence,

|ϕnk
(−1)− ϕnk

(1)| → |ϕ(−1)− ϕ(1)|.
But, on the other hand, by definition of f̃n,

|ϕnk
(−1)− ϕnk

(1)| = |f̃nk
(−1)− f̃nk

(1)| =
f̃(ζ+nk

)− f̃(ζ−nk
)

(1− |znk
|2)λ(znk

)
,

whence by (43), ϕ(1) = ϕ(−1). Thus, the curve ϕ ∈ C∞(−1, 1) is not injective in
[−1, 1], has finite length, and satisfies

S1ϕ(t) ≤
2µ

(1− t2)2
, −1 < t < 1,

which contradicts Theorem 5. This contradiction completes the proof. �
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