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Abstract. We prove representation theorems, the versions of Smirnov’s theorem and Carathéo-
dory type theorem for harmonic homeomorphisms of the unit disk onto Jordan surfaces with rectifi-
able boundaries. Further we establish the classical isoperimetric inequality and the Riesz–Zygmund
inequality for Jordan harmonic surfaces without any smoothness assumptions on the boundary.

1. Introduction

By 〈·, ·〉 and | · | are denoted the standard inner product and Euclidean norm in
the space Rn. In particular Cn = R2n, where C = R2 is the complex plane. By
U = {z = x+ iy ∈ C : |z| < 1} we denote the unit disk and by T = {ζ ∈ C : |ζ| = 1}
is denoted the unit circle in the complex plane. It is also convenient to write complex
numbers in the polar form reit (where r ≥ 0 and t ∈ R).

Let f = (f 1, f 2, . . . , fn) : U→ Rn be a mapping defined in the unit disc having
the partial derivatives of the first order inU. The formal derivative (Jacobian matrix)
of f is defined by

∇f = (fx, fy) =

 f 1
x f 1

y
...

...
fnx fny

 .

Denote
Jf =

(
det(∇f)t(∇f)

)1/2
=

√
|fx|2|fy|2 − 〈fx, fy〉2.

A mapping f = (f 1, f 2, . . . , fn) : U → Rn is called harmonic if each f j (j =
1, 2, . . . , n) is (real–valued) harmonic functions inU, that is if f j is twice differentiable
and satisfies the well known Laplace equation ∆f j ≡ 0. Let

P (r, t) =
1− r2

2π(1− 2r cos t+ r2)
, 0 ≤ r < 1, 0 ≤ t ≤ 2π,

denote the Poisson kernel for the disc U. It is known that every bounded harmonic
mapping f : U→ Rn has the representation as the Poisson integral

(1) f(z) = P[φ](z) =

ˆ 2π

0

P (r, t− θ)φ(t) dt, z = reiθ ∈ U,
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where φ : [0, 2π] → Rn, φ(0) = φ(2π) is a measurable and bounded in the segment
[0, 2π] (i.e., φ ∈ L∞[0, 2π]).

A homeomorphic image (in the literature it is also said that a mapping Γ) of the
unit circle T in Rn is called a closed Jordan curve. Here it is convenient to identify
the mapping Γ with the trace Γ(T). In this paper, we will be mainly concerned with
the case that Γ is rectifiable, we denote by |Γ| its length, and with closed Jordan
harmonic surfaces with rectifiable boundaries. We will precise in the sequel the last
notation. Examples 1.1 and 1.2 show that it is a reasonable sufficient condition for
our purposes.

A closed Jordan surface Σ ⊆ Rn is a homeomorphic image of the closed unit
disk, i.e., Σ = Φ(U), where Φ is a homeomorphism. We say that Σ is spanned by
the Jordan curve Γ = ∂Σ = Φ(T). If Γ is a rectifiable curve, we say that the surface
Σ is a closed Jordan surface with rectifiable boundary and also call Σo = Σ \ ∂Σ an
(open) Jordan surface with rectifiable boundary. Just a homeomorphic image of the
unit disc we call simply a open Jordan surface.

A open Jordan surface Σo ⊆ Rn is regular if Σo = τ(U), where τ = τ(x, y) is
an injective mapping of class C1 with positive Jacobian Jτ in U. Thus the tangent
vectors τx, τy are linearly independent for all z = x + iy ∈ U or equivalently the
Jacobian matrix ∇τ has full rank 2 in the whole domain U. The mapping τ is called
a parametrization of Σo. Certainly, it is not unique. The area |Σo| of the surface Σo

equals

|Σo| =
ˆ
U

Jτ (z) dA(z),

where dA(z) = dx dy is the Lebesgue measure in the complex plane.
We call a open Jordan surface Σo ⊆ Rn a (simply-connected) harmonic surface

if there exists a homeomorphic harmonic mapping τ : U
onto−→ Σo. We call a closed

Jordan surface Σ ⊆ Rn a Jordan closed harmonic surface if there exists a homeo-
morphic harmonic mapping τ : U

onto−→ Σo = Σ \ Γ (it need not have a homeomorphic
extension to U, for a counterexample see [7] and Example 1.2). Let us point out that
in general setting a parametrization τ of a (open) Jordan harmonic surface need not
be a regular parametrization, i.e., the strict inequality

Jτ =

√
|τx|2|τy|2 − 〈τx, τy〉2 > 0 in the whole disc U

need not hold except in the planar case (in view of Lewy’s theorem, see [13]). In
other words, the harmonic surfaces in the sense of our definition may have branch
points, i.e., the points with zero Jacobian. Notice also the following important fact.
If a surface Σo ⊂ Rn is enough regular (for example Σo ∈ C3) and τ is a harmonic
homeomorphism of the unit disk onto Σo, then τ is a diffeomorphism (cf. [11, Theo-
rem 9.3]).

Together with the introduction, the paper contains two more sections. In the
second section it is proved that a harmonic homeomorphism of the unit disk onto
a (open) Jordan surface with rectifiable boundary has BV-extension (of bounded
variation) onto the boundary. This result is an extension of Hengartner and Schober
theorem proved in [9], and presents a generalization of the classical Carathéodory
theorem. In addition a generalization of the Smirnov theorem is proved for harmonic
mappings of the unit disk onto a Jordan surface, see Theorem 2.7, which asserts
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that, the angular derivative of a harmonic homeomorphism f belongs to the (vector–
valued) harmonic Hardy class

h1 =

{
f : U→ Rn : f is harmonic and ‖f‖1 = sup

0<r<1

ˆ 2π

0

|f(reit)| dt <∞
}

if and only if the boundary of the surface f(U) is rectifiable. In the third section
it is proved the isoperimetric inequality for harmonic surfaces. More precisely, in
the classical notations, if A is the area of a harmonic Jordan surface Σ and L is the
length of its circumference, then there holds the inequality

4πA ≤ L2.

The last result is not surprising, it can be found in the literature in various formula-
tions. However we believe that our inequality contains some new information regard-
ing the isoperimetric inequality, because it is proved under some optimal conditions of
smoothness of the boundary. We finish the paper by establishing the Riesz–Zygmund
inequality and related geometric results. These results imply that the perimeter of
a Jordan closed harmonic surface is bigger than or equal to two “diameters”. Ex-
amples 1.1 and 1.2 show that it is not true for harmonic surfaces in general. More
precisely, we say that D satisfies perimeter-diameter (Riesz–Zygmund) property if
diam(D) ≤ 1

2
H1(∂D). Here H1 denotes the 1-dimensional Hausdorff measure (also

called arc length measure). Recall that a set E ⊆ C is said to be rectifiable if there
exist a countable family of rectifiable curves Ck such that H1(E \

⋃
k Ck) = 0. We

will prove if φ : [0, 2π]→ Rn is of bounded variation, f = P[φ] and D = f(U), then
diam(D) ≤ 1

2
V (φ) (see Theorem 3.12 below). Note that we have also announced

Theorem 2.7 and a version of the isoperimetric inequality for harmonic functions
in [15].

Example 1.1. Define f(w) = (cv,<(cosw),<(sinw)), w = u+iv, A = (0, 2π)×
(−1, 1), andD = f(A). ThenD is a catenoid with cut along a curve and also a simple
connected harmonic surface. This surface does not satisfy Riesz–Zygmund property
for c big enough (see Figure 1). f is continuous on A. The boundary of D consists
of two circles.
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Figure 1. Catenoid for c = 5.



568 David Kalaj, Marijan Marković and Miodrag Mateljević

Example 1.2. (cf. [7]) Assume that m > 2 is an integer and 0 = θ0 < θ1 <
· · · < θm < θm+1 = 2π and define

ϕ =
m∑
j=0

θjχ[θj ,θj+1].

Then f = P[φ], where φ(t) = eiϕ(t), t ∈ [0, 2π], is a harmonic diffeomorphism of
the unit disk onto a Jordan domain enclosed by the polygonal line with vertices
eiθj , j = 0, 1, . . . ,m. It can be easily modified into a map of the unit disk onto a
harmonic surface Σ as follows. Define

F (z) = (h(z),<(f(z)),=(f(z))),

where h is an arbitrary real harmonic function continuous up to the boundary. Then
the cluster set of F at a point eiθj is the segment

[(h(eiθj), cos θj, sin θj), (h(eiθj), cos θj+1, sin θj+1)].

Take for example

ϕ(t) =


−2π

3
, −π ≤ t ≤ −π

3

0, −π
3
< t ≤ π

3
2π
3
, π

3
< t ≤ π.

Then for φ(t) = eiϕ(t), t ∈ [0, 2π], we have

f(z) = P[φ](z) =
1

π

2∑
k=0

β2karg

(
z − β2k+1

z − β2k−1

)
, β = eiπ/3.

a) Define F (z) = (5<z,<f(z),=f(z)). Then F defines the harmonic surface
Σ = F (U) ⊆ R3 in the Figure 2. Its boundary consists of six segments which do not
make a polygon (the upper edge is a part of the boundary) and it is homeomorphic
to the set T∪ [0, 1], which is the union of the unit circle and the segment [0, 1]. Note
that Σ is a Jordan surface with a cut along a segment.

b) If instead of F we take F̃ = (<f(z),=f(z), 1
π
arg(1 + z)), then we obtain a

harmonic Jordan surface (Figure 3). Its boundary consists of six segments which
make a polygon.
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Figure 2. A harmonic surface which coincides with a Jordan surface with a cut along the upper
edge (it is not a Jordan surface).
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Figure 3. A harmonic Jordan surface.

2. Carathéodory and Smirnov theorem for harmonic mappings

Recall that a vector-valued function φ on the real line is said to be of bounded
variation on a chosen interval [a, b] if its total variation V (φ) = V b

a (φ) is finite,
i.e., φ ∈ BV([a, b]) if and only if V b

a (φ) < ∞. The graph of a function having
this property is well behaved in a precise sense. A characterization states that the
real-valued functions of bounded variation on a closed interval are exactly those φ
which can be written as a difference φ1 − φ2, where both φ1 and φ2 are bounded
and monotone. This result is known as the Jordan decomposition. Moreover, if φ is
absolutely continuous on [a, b], then V b

a (φ) =
´ b
a
|φ′(t)| dt.

Lemma 2.1. (Helly selection theorem, see [17]) Let (φn) be a sequence of uni-
formly bounded functions of uniformly bounded variation on a segment [a, b]. Then
there exists a subsequence (φnk) ⊆ (φn) such that φnk(x)→ φ(x) as k →∞ for every
x ∈ [a, b] and φ is of bounded variation. Moreover if each φn is monotone increasing
(or decreasing), then so is φ.

The following theorem yields a useful representation of harmonic homeomor-
phisms by means of functions of bounded variations.

Theorem 2.2. Let Σ ⊆ Rn be a closed Jordan surface with rectifiable boundary
Γ, Σo = Σ\Γ and f : U→ Σo be a harmonic homeomorphism of the unit disk onto Σo.
Then there exists a function φ : [0, 2π] → Γ, φ(0) = φ(2π) with bounded variation
and with at most a countable set of points of discontinuity, where it has the left and
the right limit, such that f = P[φ].

Proof. Let Φ: U → Σ be a homeomorphism onto the Jordan surface Σ. The
function F = Φ−1 ◦f : U→ U is also a homomorphism and |Φ|∞ = max{|Φ(z)| : z ∈
U}. Let sn = n−1

n
, where n ≥ 2 is an integer, Un = {z : |z| < sn} and ∆n = F−1(Un)

and let gn be a conformal mapping of U onto the domain ∆n such that gn(0) = 0
and g′n(0) > 0. We can assume w.l.g. that 0 ∈ ∆n (for all n). Then the function

Fn =
n

n− 1
(F ◦ gn) =

n

n− 1
(Φ−1 ◦ f ◦ gn) : U→ U
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is a homeomorphism. Let ϕn = Fn|T. Then ϕn(eiθ) = eiφn(θ) such that φn(θ) is a
monotone function and (f ◦ gn)|T = Φ ◦ (snϕn), where we recall that sn = n−1

n
. By

Theorem 2.1 there exists a convergent subsequence (φnk) of (φn). Let φ0 = limφnk
and ϕ0 = limϕnk . Then φ0 is monotone and of bounded variation. Therefore

nk
nk − 1

(Φ−1 ◦ f ◦ gnk)|T → ϕ0.

It follows that
lim
k→∞

(f ◦ gnk)(eiθ) = Φ(ϕ0(eiθ)) for every θ

since Φ−1 is a homeomorphism Σ onto U. Since Γ is a rectifiable curve by Scheeffer’s
theorem (see [21]), the function Φ is of bounded variation on T. Hence, since φ0 is
monotone and of bounded variation, it follows that the mapping φ(eiθ) = Φ(ϕ0(eiθ)
is also of bounded variation.

Functions fk = (f ◦gnk)|T are continuous uniformly bounded by |Φ|∞ and f ◦gnk
are harmonic. According to the Lebesgue Dominated Convergence Theorem, for
z ∈ U we obtain

lim
k→∞

(f ◦ gnk)(z) = lim
k→∞

P[fk](z) = P[Φ ◦ ϕ0](z).

It follows that the sequence gnk converges. Let g0(z) = limk→∞ gnk(z). Since g0

is a conformal mapping of the unit disk onto itself such that g0(0) = 0 and g′0(0) > 0,
it follows that g0 = Id. Therefore f = P[φ], where φ = Φ ◦ ϕ0. Finally, using that
Φ is continuous and ϕ0 is monotone, we conclude that the mapping φ is continuous
except in a countable set of points where it has the left and the right limit. �

The following proposition is known (see e.g. [7, Section 1.4]).

Proposition 2.3. Suppose that f = P[φ], where φ(0) = φ(2π), φ ∈ L∞[0, 2π],
and that for some θ0 ∈ [0, 2π] there holds

lim
θ↑θ0

φ(θ) = A0

and
lim
θ↓θ0

φ(θ) = B0.

Let for λ ∈ [−1, 1], Γλ(s) ⊆ U, 0 ≤ s < 1 be a linear segment emanating at
Γλ(1) = eiθ0 and forming the angle −πλ

2
with eiθ0 . Then we have

lim
s→1−

f(Γλ(s)) =
1

2
(1− λ)A0 +

1

2
(1 + λ)B0.

Of course, if A0 = B0 = φ(θ0) (that is if φ is continuous at θ0 ∈ [0, 2π]), then it
is well known that f has a continuous extension on eiθ0 ∪U.

Let f be defined in U. At any point ζ ∈ T, the cluster set CU(f, ζ) is defined as
follows: α ∈ CU(f, ζ) if there exists a sequence (zn) ⊆ U such that limn→∞ zn = ζ
while limn→∞ f(zn) = α. It is known that for any ζ the cluster set CU(f, ζ) is
nonempty and closed.

Theorem 2.4. Let Σ ⊆ Rn be a closed Jordan surface with boundary Γ and let
Σo = Σ\Γ. Suppose that f : U→ Σo is a harmonic homeomorphism of the unit disk
onto Σo which may be represented in the form f = P[φ], where the function φ is as
in Theorem 2.2. We have:
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(1) If Γ does not contain any segment, then f has a continuous extension up to
the boundary.

(2) If θ0 ∈ [0, 2π] is a point of discontinuity of φ, then there exist

A0 = lim
t↑θ0

φ(t), B0 = lim
t↓θ0

φ(t)

and
CU(f, eiθ0) = [A0, B0] ⊆ Γ.

Proof. Take θ0 ∈ [0, 2π]. There exist the left and the right boundary values of φ
at θ0. Let limθ↑θ0 f(eiθ) = A0 and limθ↓θ0 f(eiθ) = B0.

For R ≥ 0 and for −1 ≤ λ ≤ 1, let

zR = eiθ0(1−Re−i
λπ
2 ).

Then zR → eiθ0 as R→ 0 and the angle between the half line ΓR = {zR : 0 ≤ R <∞}
at R = 0 and the point eiθ0 is equal to −λπ/2. In view of Proposition 2.3 we have

lim
R→0

f(zR) =
1

2
(1− λ)A0 +

1

2
(1 + λ)B0.

It follows that [A0, B0] ⊆ CU(f, eiθ0). Since f : U → Σ is a homeomorphism, it
follows that CU(f, eiθ0) ⊆ Γ. Therefore [A0, B0] ⊆ Γ.

If Γ does not contain any segment then A0 = B0, i.e., φ is continuous at eiθ. This
proves the item (1).

In order to show (2), suppose that [A0, B0] 6⊆ CU(f, eiθ0). Then there exists
ω0 ∈ CU(f, eiθ0) \ [A0, B0]. We may assume that ω0, A0, B0 lie in the boundary Γ in
the positive direction and let C be the arc in Γ from ω0 to B0. By Proposition 2.3 we
could choose a Jordan arc l inU such that the endpoints of l are eiθ1 and eiθ2 and such
that f |l has a continuous extension to l and f(eiθ1) ∈ Γ\C, f(eiθ2) lies in the interior
of the arc from ω0 to A0. LetD be the Jordan domain bounded by l and the boundary
of U which contains eiθ0 on the boundary. By Proposition 2.3 and the definition of
CU(f, eiθ0), there exist ζn and zn in D such that ζn → eiθ0 , zn → eiθ0 , f(ζn) → a
point ω1 in [A0, B0], f(zn)→ ω0. Then both ω0 and ω1 are on the boundary of f(D),
which is absurd. Thus CU(f, eiθ0) ∈ [A0, B0]. �

The first part of the previous theorem may be considered as Carathéodory the-
orem for closed Jordan harmonic surfaces. This generalizes one of the main results
in the paper of Hengartner and Schober in [9], where the authors prove the same
theorem but only for Jordan domains in the plane.

Define Tr = rT.

Lemma 2.5. Assume Σ ⊂ Rn is a closed Jordan surface spanned by a curve Γ
and suppose that f : U→ Σo = Σ\Γ is a harmonic homeomorphism of the unit disk
onto Σo. Let Γr = f(Tr), 0 < r < 1 be the family of curves on the surface Σ. Then
|Γr| is increasing in r and

(2) |Γr| ≤ |Γ|
(if a curve Γ is not rectifiable, then we consider |Γ| =∞).

In the proof we follow the outline of proof of Proposition 2.1 in [15].

Proof. We will assume that Γ is rectifiable. There exists φ such that f = P[φ]
(Theorem 2.2). By (1), using integration by parts, it follows that ∂θf equals the
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Poisson–Stieltjes integral of φ (which we denote by PS[φ]):

∂θf(reiθ) =

ˆ 2π

0

∂θP (r, θ − t)f(t) dt = −
ˆ 2π

0

∂tP (r, θ − t)f(t) dt

= −P (r, θ − t)f(t)
∣∣2π
t=0

+

ˆ 2π

0

P (r, θ − t) dφ(t) =

ˆ 2π

0

P (r, θ − t) dφ(t)

= PS[φ].

Denote by Tφ(t) = V t
0 (φ) the total variation of φ on [0, t] (0 ≤ t ≤ 2π) and define

V (φ) := V 2π
0 (φ). We have that

|∂θf(reiθ)| ≤
ˆ 2π

0

P (r, θ − t) dTφ(t).

Since
´ 2π

0
P (r, θ − t) dθ = 1, an application of Fubini’s theorem yields

|Γr| =
ˆ 2π

0

|∂θf(reiθ)| dθ =

ˆ 2π

0

dθ

∣∣∣∣ˆ 2π

0

P (r, θ − t) dφ(t)

∣∣∣∣
≤
ˆ 2π

0

dθ

ˆ 2π

0

P (r, θ − t) dTφ(t) =

ˆ 2π

0

(ˆ 2π

0

P (r, θ − t) dθ
)
dTφ(t)

≤
ˆ 2π

0

dTφ(t) ≤ V (φ) ≤ |Γ|.

Actually, it is easy to check that V (φ) = |Γ|. But |Γ| 6=
´ 2π

0
|φ′| dt in general since φ

need not be absolutely continuous.
Since ∂tf is also harmonic, it follows that |∂tf | is subharmonic and thus |Γr| is

increasing in r. �

Lemma 2.6. Let Σo ⊆ Rn be an open Jordan surface bounded by a curve Γ
and let f : U→ Σo be a homeomorphism onto Σo. Suppose that f has a continuous
extension on T, except for at most a countable set of points {ak : k = 1, 2, . . . }, where
the cluster set CU(f, ak) is a segment. Further, suppose that the curves Γr, 0 < r < 1
defined by f(reit), 0 ≤ t ≤ 2π, are rectifiable. Then

lim sup
r→1

|Γr| ≥ |Γ|,

where again if Γ is not rectifiable, then we consider |Γ| =∞.

Proof. Let d(x, y) = |x− y| be the distance between points x and y in Rn and

E =
⋃
k≥1

CU(f, ak).

Fix ε > 0 and suppose that Γ is rectifiable (if not, the proof is similar). There exist
points ω0, ω1, . . . , ωn ∈ Γ such that

n∑
j=0

d(ωj, ωj+1) > |Γ| − ε/2,

where we set ωn+1 = ω0. We may suppose w.l.g. that these points do not lie in E.
Since f has a continuous extension onto the boundary of Σ without segments, we

can find points ζj ∈ T such that f(ζj) = ωj for all j = 0, 1, . . . , n. Let ω′j = f(rζj) ∈
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Γr. The distance between rζj and ζj is 1− r for each j. Since n is fixed, there exists
r close enough to 1 such that

sn :=
n∑
j=0

d(ω′j, ωj) < ε/4.

Using the triangle inequality

d(ωj, ωj+1) ≤ d(ωj, ω
′
j) + d(ω′j, ω

′
j+1) + d(ω′j+1, ωj+1),

we get

|Γr| ≥
n∑
j=0

d(ω′j, ω
′
j+1) ≥

n∑
j=0

d(ωj, ωj+1)− 2sn > |Γ| − ε.

Since we can choose for ε an arbitrary positive number, it follows lim supr→1 |Γr| ≥
|Γ|. �

The Smirnov theorem for holomorphic functions between planar domains can be
generalized to the proper holomorphic mappings between the unit disk and holomor-
phic surfaces spanning on a rectifiable Jordan contour in Cn. For this result see the
paper of Globevnik and Stout [8]. This theorem can be generalized as well to har-
monic K-quasiconformal mappings and (K,K ′)-quasiconformal harmonic mappings
(see [12] and [19]). The following version of the Smirnov theorem holds for harmonic
homeomorphisms (which are not quasiconformal in general) and in some sense it is
optimal.

Theorem 2.7. Let Σo ⊆ Rn be an open Jordan surface spanned by a Jordan
curve Γ and let f : U

onto−→ Σo be a harmonic homeomorphism. Suppose that Γr, 0 <
r < 1, are the curves defined by f(reit), 0 ≤ t ≤ 2π. Then ∂tf ∈ h1(U) if and only
if Γ is rectifiable. In this settings, |Γr| → |Γ| as r → 1.

Proof. If Γ is rectifiable, according to Lemma 2.5 we have |Γr| ≤ |Γ| what meansˆ 2π

0

|∂tf(reit)|dt ≤ |Γ| <∞.

Thus ∂tf ∈ h1(U).
On the other hand, if ∂tf ∈ h1(U), then by Theorem 1.1 in [6] there exists φ

which is of bounded variation and ∂tf = PS[φ], the Poisson–Stieltjes integral of φ.
Let u = P[φ]. Then ∂tu = ∂tf . Since the harmonic conjugate of ∂tu = ∂tf is unique,
we see that r∂ru = r∂rf . Thus we have ∂tu = ∂tf and ∂ru = ∂rf . Therefore there
exists a constant c satisfying f = u+ c = P[φ+ c]. Then by Theorem 2.4, ψ := φ+ c
maps [0, 2π] into Γ and the assumption of Lemma 2.6 is satisfied, and by this lemma
and Lemma 2.5, |Γ| is finite.

Since we have a harmonic parametrization, |Γr| is an increasing sequence. It fol-
lows limr→1 |Γr| ≤ |Γ| (by Lemma 2.5). We have the reverse inequality by Lemma 2.6.
Thus limr→1 |Γr| = |Γ|. �

Note that we have proved the next

Corollary 2.8. Let Σo ⊆ Rn be an open Jordan surface spanned by a Jordan
curve Γ and let f : U

onto−→ Σo be a harmonic homeomorphism. The following three
conditions are equivalent to each other:

(1) there exists φ ∈ BV[0, 2π] such that φ(0) = φ(2π) and f = P[φ];
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(2) ∂tf ∈ h1(U);
(3) Γ is rectifiable.

Moreover, in this case |Γ| = V (φ).

In the settings of the previous corollary, in general, the parametrization for Γ
which is induced by f is not always absolutely continuous (or even continuous).
However if n = 2 and f is conformal, then f induces on Γ an absolutely continuous
parametrization (this is the Smirnov theorem). Thus there is difference between
harmonic diffeomorphisms and conformal diffeomorphism concerning the property of
absolute continuity. See Proposition 2.1 in [3] and also [15].

3. Some classical inequalities for harmonic surfaces—revisited

Our first aim in this section is to establish the classical isoperimetric inequality
for harmonic surfaces with rectifiable boundary (without any further smoothness
assumption on the boundary). Some of results which we prove here may be known to
the experts. Since we did not find broadly known references, we include their proofs
for the convenience of readers.

3.1. Gaussian curvature of a smooth surface. Let Ω be a simply-connected
domain in the plane. The first fundamental form of a (regular) surface Σ ⊆ Rn

parametrized by a smooth mapping τ(z) = (τ1(z), τ2(z), . . . , τn(z)) : Ω→ Σ (where z
= x+ iy) is given by

ds2 = E dx2 + 2F dx dy +Gdy2,

here E = g11 = |τx|2, F = g12 = 〈τx, τy〉 and G = g22 = |τy|2 satisfy E > 0, F > 0
and EG− F 2 > 0 everywhere on Ω.

The Gaussian curvature K(x, y) of Σ is usually expressed as a function of the
first and second fundamental forms. However, for a surface which is not embedded
in R3 the second fundamental form is not defined because it depends on the Gauss
normal, which is not defined in a usual way in Rn when n ≥ 4. The Brioschi formula
for the Gaussian curvature gives us an opportunity to express it by

K(x, y) =

∣∣∣∣∣∣
−1

2
Eyy + Fxy − 1

2
Gxx

1
2
Ex Fx − 1

2
Ey

Fy − 1
2
Gx E F

1
2
Gy F G

∣∣∣∣∣∣−
∣∣∣∣∣∣

0 1
2
Ey

1
2
Gx

1
2
Ey E F

1
2
Gx F G

∣∣∣∣∣∣
(EG− F 2)2

.

This is indeed an alternative formulation of the fundamental Gauss Theorem Egre-
gium and consequently the Gaussian curvature does not depend whether a surface is
embedded in R3 or in some other Riemannian manifold.

For three vectors a = (a1, a2, . . . , an), b = (b1, b2, . . . , bn) and c = (c1, c2, . . . , cn)
we define the matrix

[a, b, c] :=

 a1 a2 . . . an
b1 b2 . . . bn
c1 c2 . . . cn

 .

Lemma 3.1. Let Σ be a surface in Rn with a parametrization τ = τ(x, y) =
(τ1, . . . , τn) which is enough smooth. The Gaussian curvature can be expressed as

(3) K(x, y) =
det([τxx, τx, τy]× [τyy, τx, τy]

t)− det([τxy, τx, τy]× [τxy, τx, τy]
t)

(|τx|2|τy|2 − 〈τx, τy〉2)2
.
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Remark 3.2. In standard expressions for Gaussian curvature, it appears the
third derivatives of the parametrization. In formula (3) we have only the first and
the second derivatives which is intrigue, but the proof depends on the third derivatives
of τ as well and thus we should assume that the regularity of τ is something more
than the membership on the class C2.

Proof. We have the equalities

Ey = 2 〈τxy, τx〉 , Eyy = 2 〈τxyy, τx〉+ 2 |τxy|2 ,
Fx = 〈τxx, τy〉+ 〈τx, τxy〉 , Fxy = 〈τxxy, τy〉+ 〈τxx, τyy〉+ |τxy|2 + 〈τx, τxyy〉 ,
Gx = 2 〈τxy, τy〉 , Gxx = 2 〈τxxy, τy〉+ 2 |τxy|2 ,

and
−1

2
Eyy + Fxy −

1

2
Gxx = 〈τxx, τyy〉 − |τxy|2 .

Thus
det([τxy, τx, τy]× [τxy, τx, τy]

t)

=

∣∣∣∣∣∣
|τxy|2 1

2
Ey

1
2
Gx

1
2
Ey E F

1
2
Gx F G

∣∣∣∣∣∣ =

∣∣∣∣∣∣
|τxy|2 0 0
1
2
Ey E F

1
2
Gx F G

∣∣∣∣∣∣+

∣∣∣∣∣∣
0 1

2
Ey

1
2
Gx

1
2
Ey E F

1
2
Gx F G

∣∣∣∣∣∣
and

det([τxx, τx, τy]× [τyy, τx, τy]
t)

=

∣∣∣∣∣∣
|τxy|2 − 1

2
Eyy + Fxy − 1

2
Gxx

1
2
Ex Fx − 1

2
Ey

Fy − 1
2
Gx E F

1
2
Gy F G

∣∣∣∣∣∣
=

∣∣∣∣∣∣
|τxy|2 0 0

Fy − 1
2
Gx E F

1
2
Gy F G

∣∣∣∣∣∣+

∣∣∣∣∣∣
−1

2
Eyy + Fxy − 1

2
Gxx

1
2
Ex Fx − 1

2
Ey

Fy − 1
2
Gx E F

1
2
Gy F G

∣∣∣∣∣∣ .
The equality of the lemma now follows from Brioschi formula for Gaussian curvature.

�

3.2. The isoperimetric inequality for harmonic surfaces.

Theorem 3.3. If Σ is a simply-connected harmonic surface which allows a reg-
ular harmonic parametrization τ , then the Gaussian curvature of Σ is nonpositive.

Proof. Let Σ be a simply-connected harmonic surface with a regular harmonic
parametrization τ , that is, let ∆τ = (0, 0, . . . , 0). Since τyy = −τxx, we obtain

det([τxx, τx, τy]× [τyy, τx, τy]
t)− det([τxy, τx, τy]× [τxy, τx, τy]

t)

= − det([τxx, τx, τy]× [τxx, τx, τy]
t)− det([τxy, τx, τy]× [τxy, τx, τy]

t) ≤ 0,

because the corresponding matrices are symmetric. The previous lemma implies that
the Gaussian curvature of Σ is non-positive. �

Since the Gaussian curvature is an intrinsic invariant of a surface, from Theo-
rem 3.3 we deduce the following result.

Theorem 3.4. (Isoperimetric inequality for harmonic surfaces) If Σ ⊆ Rn is a
harmonic Jordan surface with the rectifiable boundary Γ, then we have the classical
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isoperimetric inequality

(4) 4π|Σ| ≤ |Γ|2.

Proof. Let Σo = Σ \ Γ and let τ : U
onto−→ Σo be a harmonic parametrization

of Σ. Since τ is not necessarily regular, as in [22], we add two extra dimensions
to the target space and perturb the surface Σ in Rn+2. More precisely for ε > 0
and 0 < r < 1 let us consider the harmonic homeomorphism τ εr (z) = (τ(rz), εz) ∈
Rn+2 (z ∈ U), which is a regular harmonic parametrization of the simply-connected
harmonic surface Σε

r = τ εr (U) ⊆ Rn+2 with smooth boundary. Since (by the previous
lemma) the Gaussian curvature of Σε

r is non-positive, applying the classical result
(Theorem 4.1 in [18]), we obtain

(5) 4π|Σε
r| ≤ |Γεr|2.

Letting first ε→ 0 and then r → 1, by Theorem 2.7, we obtain (4).
We offer another proof of Theorem 3.4 by using the result of Beeson in [2] and

Theorem 2.7. Since τ εr converges to τ and |Γεr| converges to |Γ|, it follows that |Σε
r|

converges to |Σ|, and in view of (5) the inequality (4) follows immediately. �

Remark 3.5. Theorem 3.4 can be considered as a variation of theorem of Shiff-
man [22]. Namely, in order to prove the isoperimetric inequality for harmonic surfaces
Σ, Shiffman used the assumption that the harmonic parametrization τ is a homeo-
morphism with τ |T ∈ BV. Our proof (see Theorem 2.4) shows that the condition
τ |T ∈ BV is superfluous, if we assume (a topological condition) that Σ is a Jordan
surface with rectifiable boundary. In the famous Courant book [5] (see the proof of [5,
Theorem 3.7]), which has been published some years after the paper of Shiffman it
is proved for surfaces in euclidean 3-space (the case n = 3) the following inequality
holds

4|Σ| ≤ |Γ|2,
under the condition Σ = τ(U), where τ is a harmonic parametrization with absolutely
continuous boundary data.

Roughly speaking the isoperimetric inequality holds on sufficiently regular ab-
stract surfaces (with the Riemannian metric) if and only if the Gaussian curvature
is non-positive (cf. [4, 10, 18]) (This is a theorem of Beckenbach and Radó).

It is readable the corresponding version of Theorem 3.4 holds for Jordan minimal
surfaces (and we expect that this particular case can be proved without Theorem 2.4).
It is worth to notice the following important fact. For a minimal surface Σ over
a domain in the complex plane, every isothermal parametrization is a harmonic
parametrization and it coincides with Enneper–Weierstrass parametrization of the
minimal surface. Recall that Enneper–Weierstrass parameterization

τ(z) = (p1(z), p2(z), . . . , pn(z)), z ∈ U,

of a simply–connected minimal surface Σ has harmonic coordinates pj(z), j =
1, 2, . . . , n, such that pj(z) = <(aj(z)), where aj, j = 1, 2, . . . , n, are analytic func-
tions on the unit disk satisfying the equation

∑n
j=1 a

′
j(z)2 = 0. It is clear that the

Theorem 3.4 clarifies relations between some results discussed above and we expect
that it will have further applications.

3.3. Riesz–Zygmund inequality. The following is a classical inequality of
Riesz and Zygmund [24, Ch. IV, (6.28)].
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Proposition 3.6. (Riesz–Zygmund inequality) If f ∈ h1 is a harmonic function
and ∂tf ∈ h1 then ˆ 1

−1

|∂rf(reis)| dr ≤ 1

2
‖∂tf‖1.

The constant 1/2 is the best possible.

As a corollary we have the next inequality.

Corollary 3.7. Assume that f is a harmonic diffeomorphism from the unit disc
U onto a Jordan domain Ω with the rectifiable boundary Γ and let d be an arbitrary
diameter of U. Then, if by | · | we denote the corresponding length, we have

|f(d)| ≤ 1

2
|Γ|.

Now we prove the following extension of Proposition 3.6.

Theorem 3.8. (Riesz–Zygmund inequality for harmonic surfaces) Assume Σ ⊆
Rn is a harmonic Jordan surface which is spanned by a rectifiable curve Γ and
parametrized by harmonic coordinates τ . Then for every s ∈ [0, 2π] we have

(6) l(s) :=

ˆ 1

−1

|∂rτ(reis)| dt ≤ 1

2
|Γ|.

In other words, the length of the image of an arbitrary diameter d of the unit disk
under a harmonic parametrization τ is less than one half of the perimeter of the
surface Σ.

Note that in the setting of this theorem |Γ| = ‖∂tf‖1, and if in addition τ is
absolutely continuous on T then |Γ| =

´ 2π

0
|∂tτ(eit)| dt.

Proof. Assume that τ are harmonic coordinates. By Theorem 2.2, there exists
φ ∈ BV[0, 2π] such that φ(0) = φ(2π). Then as in the proof of Lemma 2.5, ∂tτ is
represented by ∂tτ = PS(φ). Further, let τ = (<(a1),<(a2), . . . ,<(an)), where aj,
j = 1, 2, . . . , n are analytic function in the unit disk. Then

∂tτ + ir∂rτ = (a′1, a
′
2, . . . , a

′
n) ∈ Cn

and thus r∂rτ is the harmonic conjugate of ∂tτ . Define

F (z) = (1 + z)/(1− z), Q(r, t) = =F (reit) = 2r sin t|1− z|−2

and
K(r, t) = r−1Q(r, t), K+(r, t) = |K(r, t)| = 2 | sin t||1− z|−2

(where z = reit). It is known that

(7) r∂rτ(reis) =
1

2π

ˆ π

−π
Q(r, t) dφ(s− t).

Hence

(8) 2π|∂rτ(reis)| ≤
ˆ π

−π
K+(r, t) |dφ(s− t)| dt.

Now we use that

(9) A(t) =

ˆ 1

−1

K+(r, t) dr = π
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for 0 < |t| < π (this is an elementary result). By Fubini’s theorem, (8) and (9) we
obtain

l(s) =

ˆ 1

−1

|∂rτ(reis)| dr ≤ 1

2π

ˆ 2π

0

(ˆ 1

−1

K+(r, t) dr

)
|dφ(s− t)|

≤ 1

2π

ˆ 2π

0

A(t) |dφ(s− t)| = 1

2

ˆ 2π

0

|dφ(s− t)| = 1

2

ˆ 2π

0

|dφ(t)|. �

Let Σ ⊆ Rn be a regular surface. For two points P, Q ∈ Σ we define the intrinsic
distance as follows

dI(P,Q) = inf
c∈C
|c|,

where C is the set of all Jordan arcs c of Σ with the length |c| connecting P and Q.
It should be noted the following fact, for close enough points P and Q it exists a
geodesic line γ connecting P and Q such that dI(P,Q) = |γ|. We define the (geodesic)
diameter of Σ as

diam(Σ) = sup
P,Q∈Σ

dI(P,Q).

We can now deduce the following geometric application of Theorem 3.8.

Theorem 3.9. If Σ ⊆ Rn is an arbitrary harmonic Jordan surface with rectifi-
able boundary Γ, then

(10) diam(Σ) ≤ 1

2
|Γ|.

The constant 1
2
is the best possible even for minimal surfaces lying over the unit disk.

The diameter of the harmonic surface in Figure 2 is bigger than the half of the
length of its boundary and this surface shows that the assumption in the previous
theorem that Σ is a harmonic Jordan surface is essential.

Using an approach as in the proof of Theorem 3.8, we obtain

Theorem 3.10. If f : U→ Rn is a harmonic function and ∂tf ∈ h1, then

l(s) :=

ˆ 1

−1

|∂rf(reis)| dr ≤ 1

2
‖∂tf‖1.

Theorem 3.11. Suppose that ψ : [0, 2π] → Rn is of bounded variation and
f = P[φ]. Then ˆ 1

−1

|∂rf(reis)| dr ≤ 1

2
V (φ).

Proof. An application of Theorem 3.10 yieldsˆ 1

−1

|∂rf(r0re
is)|dr ≤ 1

2
L(r0),

where

L(r0) =

ˆ 2π

0

|∂tf(r0re
it)| dt

for 0 < r0 < 1. By Proposition 2.1 in [15], L(r0) ≤ V (φ) and therefore l(s) ≤ 1
2
V (φ),

if r0 → 1. �

Define Ur = {z : |z| < r}.
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Theorem 3.12. Suppose that φ : [0, 2π]→ Rn is of bounded variation, f = P[φ]
and D = f(U). Then

diam(D) ≤ 1

2
V (φ)

(where V (φ) := V 2π
0 (φ)).

Proof. For 0 < r < 1, let Dr = f(Ur) and Cr the curve defined by f(reit),
0 ≤ t ≤ 2π. For 0 < r < 1, an application of Theorem 3.9 yields

diam(Dr) ≤
1

2
|Cr|.

Hence, if r → 1, using the proof of Lemma 2.5 we conclude that diam(D) ≤ 1
2
V (φ).

�

Proof of Theorem 3.9. Since Σ is a harmonic Jordan surface there is a regular
harmonic parametrization τ : U → Σ of the surface Σ. We can suppose that τ is
a regular parametrization, because if it is not the case we can perturb surface in
Rn+2 as in the proof of the isoperimetric inequality. Take P,Q ∈ Σ \ Γ arbitrary.
It suffices to show dI(P,Q) ≤ 1

2
|Γ|. There exists a conformal mapping a of the unit

disk U onto itself such that τ(a(−x)) = P and τ(a(x)) = Q, 0 < x < 1. Take
υδ(z) = (τ ◦ a)(δz), x < δ < 1. Then by Theorem 3.8 and relation (2) we have

dI(P,Q) ≤
ˆ 1

−1

|∂rυδ(r)| dr <
1

2

ˆ 2π

0

|∂tυδ(eit)| dt ≤
1

2
|Γ|.

By dI(P,Q) < 1
2
|Γ| we obtain (10).

Show that the constant 1/2 is sharp. Assume, as we may that n = 3. Let
d = [−eit, eit] be an arbitrary diameter of the unit disk and let

τ(x, y) = (x, y,m(x+ y))

where m is a large constant. We can express the perimeter of the minimal surface τ
by Elliptic integral of the second kind E, i.e.,

|Γ| = 2(E(π/4,−2m2) + E((3π)/4,−2m2)).

The length of τ(d) is 2
√

1 +m2 +m2 sin 2t. The maximal diameter is attained for
t = π/4 and is equal 2

√
1 + 2m2. Then

lim
m→∞

2
√

1 + 2m2

2(E(π/4,−2m2) + E(3π/4,−2m2))
=

1

2
,

what proves that 1/2 is an optimal constant for the inequality. �
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