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A density estimate for L-functions with a real charaecter

1. The density theorem. For any Dirichlet character y and for real
a=0, T>0, define N(x,T, y) to be the number of the zeros of the
function L(s, ) in the rectangle

(1.1) x<oc=<1, [f|<T.

Let d be a fundamental discriminant (i. e. d % 1, and either d =1
(mod 4), d square-free, or d = 4N, N = 2,3 (mod 4), N square-free),
and write X4(n) = (d/n) , where (d/n) is Kronecker’s symbol. (In general,
we shall write X,(n) = (D/n) provided (D/n) is defined). Asis well known,
the characters %4 exhaust all real primitive non-principal characters, and
the modvlus of X4 is |d|. Now, for X =3, consider the sums
N¥w,T,X) =Z*N(o¢,T,Zd),
4 x
Nix,T,X)=>%*(X|d| ¥ N«,T,%),
=X
where 2* denotes a sum restricted to fundamental discriminants. It is
our purpose to find estimates for these sums.
Various estimates are known for the sum

N¥x,T,X)=> DNLT, 2,

<X 7.’; mod ¢

where ¥ runs over all primitive characters to the modulus ¢. (For an
excellent account of this subject, see Montgomery [2], Ch. 12). Now, wanting
to obtain non-trivial estimates for N*(x, 7T, X), we shall consider the
inequalities

(1.2) N¥wa,T,X) = N¥x,T,X),
(1.3) N¥w,T,X)<N(x,T,X).

In view of the known estimates for N*(« , 7T, X), the inequality (1.2)
gives sharp and non-trivial results if x is near 1, say « > 4, but near
& = % the results become trivial. On the other hand, a recent result obtai-

ned by the author [1] on mean-values of character sums with real characters
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enables us to obtain for N.(x,7 , X) an estimate which is sharpest near
« = % . The density theorem to be proved runs as follows:
Theorem 1. We have uniformly for 3 <=a <1, T=2, X =3

T—6x

Niw, T, X) < X573 T2log® (XT) .
Corollary 1. There exists a function f(x ,y), defined for x >0, y > 0
with
im  fz,y) =0

(%)~ (0,0)

such that for any numbers & > 0, &> 0 and for X = X(¢&;, &), the region
o=%+flerse), It =X

contains no zero of any function L(s,Xa) with |d; = X , with a possible
exception of X% functions at most.
Corollary 2. We have uniformly for £ <x=1. T

T7—6x

(14) N¥w,T,X) < min {X% T2, (X27)* 0~} log® (XT).

1%
%

2. X =3

l

Corollary 2 is a combination of our theorem 1 and a theorem of Mont-
gomery (see [2], theorem 12.2). If T is »smally (for example, 7 < X*).
the first estimate in (1.4) is better than the second for « = 0.844 . It would
be of interest to find an approach to N¥(x,7,X) which would give
estimates, better than those known for N*(«x,7 , X), also near « = 1.

The exponent of X in theorem 1 tends to 4 as & — 1. A better limit
would be a very deep result since it is possible that, for some d, there
exists an exceptional zero, giving to N.(x,7,X) a term > (X|d| )2
which tends to X% as |d| decreases.

In the proof of theorem 1 we shall need some mean-value results for
L-functions and Dirichlet polynomials (theorem 2 and lemmas 1, 2, 4 be-
low) from which the density estimate is deduced by the classical arguments
of Littlewood and Ingham.

2. The mean-value theorem. To formulate the mean-value theorem,
mentioned above, define < to be the set of the integers D satisfying
the following conditions:

(i) D is not a square,
(i) D=1 (mod 4),or D=4N, N=1, 2,3 (mod 4).

In [1] it is proved that uniformly for X =3, ¥ =1

2.0

where X’ denotes a summation restricted to the set <.

2
(2.1 >’ < XY logéX ,

DI<Xx




(>}
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Using (2.1) we shall prove that following mean-value result:
Theorem 2. We have uniformly for X =3 and for all real t

D I L(F it Xp) P < X( 1t + 1) log®(X( [t + 1)) .
DX

Proof. If |D| = X then by partial summation and the Polya-Vinogra-
dov estimate we have

L +it, 2p) < (U +1) 3 lspln) = F 41,

where N = X( [t/ 4+ 1)2log?X ,

Hence by Schwarz’s inequality and (2.1)
O MLy i Xp)P (12 S mTt e 3 [sp) P+ X
DisX ISmgN 1<nsN IDj<X

< X( [t + 1)2log® (X( [t + 1)).

3. Preliminaries for the proof of the density theorem. First note that
if D€ then D is of the form D = da?, where d is a fundamental
discriminant. The non-trivial zeros of the functions L(s, Xp) and L(s, Xa)
coincide, whence a zero of L(s,Z4), lying in the rectangle (1.1), occurs
in the sum

(3.1) > Nw,T,%p)

ipi<x
> (X |di-1)% times. Hence
N, T,X)< > Nx,T,%,),

D <X

and so it will be sufficient to find an estimate for the sum (3.1).
Let J, be the value of the sum (3.1), and let D;,...,D; be the
numbers D in (3.1) for which N(x,T,7%p)> 0. Obviously j =J,.
Let 2= X?,
Mp(s) = > wu(n) Zpn)n—,

Fp(s) = L(s, Xp) Mp(s),
1) =TT s, ().

and let J be the number of the zeros of H(s) in the rectangle (1.1). Then
J; =< J, so that an estimate for J will suffice. )
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Since for Re s = %

L(s, Zp) = 2 Zp(npn= + O(X7).

n<M
where M = X3 (|t] + 1)2log® X, we have
(3.2) Fols) = 1+ 3 akp (mn~ + O(X~%)
z2<n< Mz

= 1 + fp(s) + O(X~**),

say. The coefficients a, are bounded by |a.| = 7(n).

For the proof of theorem 1 we shall need some mean-value results for
Fp(s) and fp(s) which will be proved in the next section.

4. Mean-value lemmas. We begin with a mean-value estimate for
|Fp(s)| on the critical line.

Lemma 1.
(4.1) > [Fp(3 4 it) | < X(|t] + 1) log” (X (|¢] + 1)) .

IDIZX

Proof. By Schwarz’s inequality

(42) (D' |Fp(3+ i) << Z L(3 4 it xp) 22 [ Mp(3 + it) 2.
DX ID'<X

Now
(4.3) CIMp( i) 2 < X logtX

Dz|X|

IA

by a simple application of the Polya-Vinogradov inequality (along the
lines of section 7 of [1]). Using (4.3) and theorem 2 in (4.2), we obtain (4.1).
Lemma 2.
j
(4.4) 2. fo, (14 it) | < XV log® (X (it + 1)) .

Proof. By Schwarz’s inequality and (3.2) we have

(45) (5 1o, () ) < Sl
:j Z ar —1-— zls—l—Mt z/ xD(rS)
2<r,s< Mz DI<X
<j 3 baSm),
2<ns M2
where
(4.6) b= 3 laal < 3 w(r)ls) < ©n),

! (D) E
4.7 = N uip
*7 Stn) ! ;D1zs_x n) !’
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If n is a square, then S(n) < X, so that the squares contribute to
(4.5)
(4.8) <jX 3 Bmm2 < jX > v ()2 < jX¥ (log X1,

n>z n=>z

For a non-square integer n = 2 we have by the quadratic reciprocity
law (Djn) = e (n/|D]) with #' €D, |n'| < 4n, ¢ depending on 7 and
sgn D only. The same value of n’' occurs for < log (X( |t] + 1)) integ-
ers n in (4.5) at most. Henze by (2.1)
(4.9) 2 8¥(n) < Xylog® (X(|t] + 1))

nly
n#*a,

for all y < M%?, for the sums

! ’ , ’ |
i n n |

r(Z) N e
! 0<%gx <D> ‘ + 0>l§3—-X (!D]) i

are easily expressed by »completey D-sums.
Now, using again Schwarz’s inequality, we obtain from (4.5) by (4.6),
(4.8) and (4.9)

J
(> 1fp, (1 +dt) )* < j2X log®X + 5 > < (n)n=t > S (n)n
i=1 #<ns Mo 2<ng M2

< j2X logh®® (X( Jt] + 1))

This proves lemma 2.
Lemma 3. Let the functions ¢,(s), ..., gu(s) be reqular and bounded in
the strip oy = 0 = 0,. Let

h
G(s) = Zlfgnw) s
M(x) = sup G(s) .
Then for oy =<0 = 0, we have

M@o) < M(Gl)(Ue—n)ﬁ‘(ae—a;)AM(o.Z)(a—a,)/(az—a, N

For a proof of this convexity result, see [3], p. 401, Satz 9.3, where the
lemma is stated and proved for squares gZ(s). However, exactly the
same arguments work in the case of lemma 3, too.

Lemma 4. Let 1 <0 =<1, and let

#(0) = max 3 |folo + i) | .

[f<T i=1

Then



8 Ann. Acad. Sci. Fennica A.I. 508

(0) < X432 P2=2 Jo—} |og32 (XT) .
@ g )

Proof. Use lemmas 1—3 noting that j<J, that |fp(} -+ )]
<1+ |Fp(2+4t)|, and that the boundedness condition in lemma 3
will be satisfied if we multiply each fp, (s) by a suitable function tending
rapidly to 0 for 7' < [Im s — oo (see [3], p. 309).

5. Proof of the density theorem. It is sufficient to prove theorem 1 in
the case x =1 + 26 with 6 = (log X7T)-!, since otherwise the asser-
tion is trivial. The number J of the zeros of the function H(s) in the
rectangle (1.1) will be estimated by a combination of lemma 4 with the
following two well-known lemmas.

Lemma 5. Suppose that T is not the tmaginary part of a zero of H(s)
in the critical strip. Then

T
J < 61 / {log |H(x — 6 + it) | — log |H(5 + it) | } dt
-T

+ ot f {arg H(o + iT) — arg H(o — ¢T') } do ,
=34
where arg H(o = iT) s determined by a continuous variation from arg H(5)
= 0 along the lines 0 =5,t=FT.

This follows from a classical theorem of Littlewood (see [3], p. 397).
For the following lemma, see [4], p. 180.

Lemma 6. Let 0 =y <pf <5, let f(s) be an analytic function, real
for real s, and regular for 0 =y . Let

[Re f(5 + i) | =m >0
and
f@ +it) | <M, (o =0, H] <.

Then if T is not the imaginary part of a zero of f(s)

37
larg f(o 4 iT) (log M, 1, + log m=1) + _23

JT
= (GG =8}

for 6§ Z0 =p (with arg f(o + iT) being determined in the way indicated
in Lemma ).

Turning to the proof of theorem 1, we apply lemma 6 with f(s) = H(s) .
Note that H(s) is real for real s, and that
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Re H(5 -+ it) | = [Re T P, (5 + it) | = [Re (1 -+ OX-")) |
i=1

=14+0X-1H =1
for X sufficiently large. Choose y =« — 28, f =« — § to obtain
(5.1) larg H(o T 4T) | < 07 (log M,_,5 7,5 + 1)
for o= — 9.
Further, by (3.2) we have for 0 =« — 25, t| <T + 5
log H(s + it) | =  log |Fp, s + if) |

=

I

log (1 + |fp, (¢ + it) | + |O(X %))

i
XM 3 o (o + i) |

i=1

Using this in (5.1) and in lemma 5, we obtain
Jj
J < 62X - T6-2 sup  sup > |fp (0 +it)].
oza—25 || <T+5 i=1 ‘
The first term can be neglected, and using lemma 4 we then have
J < X% =2 o=} Jog3(XT) |

This yields theorem 1.
6. A density conjecture. In conclusion, we state the following
Conjecture. Uniformly for 3} =« <1, T=2, X =3
N, T, X) < X°Pete 2
the constant in < depending on ¢ only.

A proof of this conjecture would require a satisfactory estimate for
the sum

SL(E it Xp) Mp(k 4 i) 2.

D|=X
For example, the validity of the generalized Lindel6f hypothesis
L +it, %p) < ((It] + 1) D))y

would suffice.

University of Turku
Turku, Finland
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