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Introduction

While studying different ways to restrict the use of the productions of
a given grammar ¢, Salomaa [6] has introduced the notion of a control
language C, which is a language over the productions of . The language
L(@) generated by G with C as a control language is a subset of the
language L(G), consisting of words which possess at least one derivation
whose string of productions belongs to C. In what follows we shall study
the control set induced by grammar G, i.e., the particular control language
C;, whose every word is a string of productions of some derivation of a
word in L(@) and vice versa. This notion of a control set has been studied
by Stotskii [7]. Let us note that it differs from the control sets of Ginsburg
and Spanier [3], because (i) it is determined by the grammar and not fixed
independently and (ii) attention is not restricted to leftmost derivations.

Definitions

We shall first recall some definitions about languages and grammars.
We shall present the definitions in the form used in [4], where background
material can be found, too.

In the definition of a phrase structure grammar G = (I, 5, Xy, F)
the symbols have the following meanings: Iy (the non-terminals) and
I, (the terminals) are finite disjoint alphabets, X, (the initial letter) is
in Iy, and F is a finite set of ordered pairs P — ¢ (productions), where
P,Qe(yUIp)* and P contains at least one letter of Iy. (I* is
the set of all words over the alphabet I.)

The phrase structure language L(G) generated by the grammar @
is the set of words P € I, for which there exists a sequence of words

(1) Xy=PFP, P,P,, ... . P.=P,
called a derivation, in which
P, ,=QRS,,P, =T8S .R,—~T,€EF .

2
() Qi,SiE(INU.[T)*,Vi:1,2,,..,?‘.
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Let the productions of F be labelled by fi. fs, . .., fi. Then we shall
form the set C of all finite strings of productions

fiia- - Jiy

which generate a derivation of some word of L(G), i.e., there exists a
sequence (1) such that in (2) f;; is the production R; —T;, for all
t=1,2,...,7. The set C; will be called the control set induced by the
gammar G.

Relations between the types of G and C,

We divide grammars and languages into types 0, 1, 2, and 3 as usual,
of. [4, p. 168].

Theorem 1. If the grammar G is of type 3, then the control set Cg 1is
of type 3, too.

Proof. The proof of theorem 1 is trivial, ¢f. [7, p. 35].

We may extend theorem 1 to non-terminal bounded grammars, i.e., to
type 2 grammars @, for which there exists a positive integer n such that
in the derivations (2) in no word P; there exist more than n non-terminal
letters:

Theorem 1’. If ' is non-terminal bounded, then Cg is of type 3.

Proof. This theorem is an exercise in ref. [1, p. 51], and it is easily
proved, e.g., by letting the different possible combinations of non-terminal
letters be different states of a finite deterministic automaton.

Theorem 2. There exists a type 2 language L such that, for no type 2
grammar G which generates L, the control set Cg is of type 3.

Proof. To prove this theorem we shall use the concept of the index of
a type 2 grammar and language as defined in [5]. There exists a type 2 langu-
age L with infinite index [5]. Let G be a type 2 grammar such that
L(G) = L. There must be at least one production which increases the
number of non-terminal letters and which can be used an unlimited number
of times in a derivation. On the other hand, there are productions which
decrease the number of non-terminals by one. So we cannot represent the
control set C; in a finite deterministic automaton, which proves that
C; is not of type 3.

Theorem 3. For every non-empty language L of type 2, there is a
grammar G such that L = L(G) and Cg s not of type 2.

Proof. Let P be some word of L. Then there exists a type 2 grammar
Gy = Iy, L1, Xq, F) such that L(G;) = L — {P}. Now for the type 2
grammar G, = (Iy, I, X,, F’), where Iy ={X,,Y,Z}, IxN (IyUIy)
=0, and F ={g, =X, >YX,Z,9o=Y =2 G=2Z-—>2 ¢=
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X, — P}, L((,) ={P}. Let us construct a type 2 grammar
G =UyUIyU{X},I[;,. X, FUF'U{X - X;, X = X,}),

where X € IyUIyU I;. Clearly, L(G) = L.

We shall use the following

Lemma. For each type 2 grammar G there exist integers p and q with
the property that each word P,lg(P) > p, in L(G) is of the form ABCDE,
where BD # A, lg(BCD) <gq, and AB'CD"E 1is in L(G) for all n = 1.
[1, p. 84].

Next we shall study the control set (g induced by . Let us suppose
that O is of type 2, and H is such a type 2 grammar that L(H) = Cg.
Let p and ¢ be the integers of the lemma for the grammar H. The word
grgr g, g, m > q, p/3, is obviously in (g, but is not representable in
the form of the lemma. Consequently, C; is not of type 2.

The following theorem was established by Stotskii [7], but because the
reference might be rather unknown and we have been able to shorten the
original proof, we shall prove the theorem here.

Theorem 4. If G is a grammar of type 1. then the control set Cg is
of type 1, too.

Proof. Let G = (Iy, Iy, Xy, F) be a type 1 grammar, where

F={fiij=00,if fy=X,—21€F),1,2....,k}.
Let us form a grammar G’ = (Iy, Iz, Xy, F’), where
In=1IyUI; Ui g gt ULE S Xo}
Ip = F U{c}, and F’ consists of the following productions:

1) Xy —f£X,, (if f, € F, we shall take an additional production

X — fof€.)
2)  fE—=Ef;,
3) fix—af;, Va€lyU Iy,
4) fiPi—¢;Q;, whare fj = P — ;.
5) xg; —gpo, Va €Iy U Ip,
6) &g —fif¢.
7 fE—ce.
8) cx —>cc, Va€lyp,

where in 2)—6) j=1,2,..., k.
To get a word in I7 we must first use productions 1)—6) to get a
word of the form Ef:éP, where P €I% and E € F* is the string of
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productions which is used in the derivation of P according to G. Then
by using productions 7) and 8) we get the word Ec*. The grammar G’
is length increasing and hence L(G') is a type 1 language [4, pp. 200—201].
Because an integer m satisfying

lg(Be*) < mlg(K),V Ec* € L(G") ,

is easily found, the language {E | Ec¢" € L(&')} is of type 1 [2, Theorem
1.3, p. 568]. On the other hand this language is just the control set Cj,
and so we have proved the theorem.

Note added in proof

Friant has shown in [8] that the conclusion of theorem 4 is valid even
when G is of type 0. The proof above can be modified as follows to include
this case:

Let us add the letter 5 to Iy . If lg(P;) > lg(¢;) in the productions
4), @; is substituted by Q; = Q;nf, where k = 1g(P;) -- 1g(@;). We shall
include the production ¢ -— ¢¢ in 8) and finally add the productions

9) ne—>an, Ve€IlyUIl,

to F'.

Instead of the word P we get in the derivation P’ € I U {5}, where P’
is the word P plus possibly some extra letters #. Otherwise the proof
remains the same.

Acknowledgement

The author is indebted to Professor A. Salomaa for suggesting the sub-
ject and for helpful comments on this paper.

Institute for Applied Mathematics
University of Turku, Finland



References

1] GinsBURG, S.: The Mathematical Theory of Context-Free Languages - McGraw-
Hill, New York, 1966.

[2] GINSBURG, S. and GREIBACH, S. A.: Mappings which preserve context sensitive
languages - Inform. Contr. 9 (1966), 563 —582.

[3] GiNnsBURG, S. and SpanNiER, E. H.: Control sets on grammars - Math. Systems
Theory 2 (1968), 159—177.

[4] Saromaa, A.: Theory of Automata - Pergamon Press, Oxford, 1969.

[6] —»— On the index of a context-free grammar and language - Inform. Contr.
14 (1969), 474 —477.

[6] —»— On grammars with restricted use of productions - Ann. Acad. Sci. Fenn.,
Ser. A T 454 (1969).

[7] Storskii, E. D. (Croukuii, 9. /I.): O HEKOTOPHX OTpaHHYEHHAX Ha CHOCOG BHIBOJIA
B TPAMMATUKAaX HeNOCPeACTBeHHBIX COCTABIAIONMX - ABTOMATH3AL[UA ePEBojia
rexcta, HayuHo-rexHmueckasa nHdopmauua 7 (1967), 35—38.

[8] FriaxT, J.: Grammaires ordonnees — grammaires matricielles. MA —~ 101, Uni-
versité de Montreal, Octobre 1968.

Printed December 1970



	IMG_20151112_0001
	IMG_20151112_0002
	IMG_20151112_0003
	IMG_20151112_0004
	IMG_20151112_0005
	IMG_20151112_0006
	IMG_20151112_0007

