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## INTRODUCTION

The definite automata constitute one of the earliest and best known classes of finite automata. From the historical point of view, the concept has its origin in the paper [11] by McCulloch and Pitts, published in 1943. In this paper the loop-free neural nets were characterized in terms of logical calculus. As is well known, an automaton is definite iff it is realizable by a loopfree sequential network. The notion of definite events (here languages) was actually introduced 1956 by Kleene [9] in his famous paper, where he also gave a new formulation of the McCulloch-Pitts theory. The definition of definite languages has then been formulated in two equivalent ways in modern terminology.

Brzozowski [1] calls a language definite iff it can be given by a regular expression $E+X^{*} F$, where $E$ and $F$ denote finite languages. The simplicity of these definite expressions allows him to define a canonical representation for definite languages. This result (with an extension by Paz and Peleg [14]) is still one of the few partial solutions of the general problem of canonical forms of regular languages.

The other definition was given by Perles, Rabin and Shamir [15], who also introduced the related concept of definite transition tables (here transition systems). We adopt their definitions, but derive the fundamental properties needed using a special regular expression, called the k -form, for the definite language. In particular, we obtain the results of [15] that a reduced $k$-definite automaton has a $k$-definite transition system and at least $k+1$ states by considering the derivatives of the $k$-form (§ 1 ).

The S.P. partitions of definite transition systems are considered in § 2. Thereby a new formulation and some generalizations of the contraction theory by Perles et al. are presented. The partitions and the corresponding homomorphic images of the transition system are then used in the second testing and analysis method given in § 3 .

In $\S 4$ we consider automaton partitions on the semigroup of input words. Definite automaton partitions are defined, and it is shown that any automaton partition defined by an S.P. partition of a definite transition system is definite. The special form of definite expressions makes it possible to develop an effective synthesis algorithm for definite languages
from a method presented by Letitsevski [10]. The method is based on the automaton partition theory and gives the minimal solution for any collection of definite languages. A bound for the number of refinements needed is given.

The remaining part of the first chapter deals with definite sequential machines and compositions of definite transition systems.

The relevance of definiteness in the theory of noninitial automata was noted by Starke [19]. We treat noninitial automata in Chapter II starting with a slightly different definition of representation. In $\S 7$ necessary and sufficient conditions under which a noninitial automaton represents a language are given. In § 8 a synthesis method giving the minimal solution for any collection of representable languages is developed through a suitable counterpart to the automaton partition theory.

A great number of different varieties and generalizations of definiteness appear in automaton theory. Such as the reverse definiteness by Brzozowski [1], ultimate-definiteness by Paz and Peleg [14], and generalized definiteness by Ginzburg [4]. In the theory of probalistic automata we note the definite and quasi-definite tables, and quasi-definite languages introduced by Paz [13], [14]. Brzozowski and Singh [3] have considered definite asynchronous sequential circuits. Recently, Salomat [17] has introduced the notion of time-variant definite languages.

We begin Chapter III with a treatment of reverse definite automata and transition systems. Thereby a criterion for reverse definiteness is given.

In $\S 10$ we introduce the multidefinite languages. The mode of generalization in question can be explained as follows. A sufficiently long word belongs to a given definite language iff it has a suffix of a specified length belonging to the language. A sufficiently long word belongs to a given multidefinite language iff it has some number of subwords, including a prefix and a suffix, of some specified lengths such that the concatenation of these subwords belongs to the language. We accomplish this generalization starting with the definition of definite languages by Perles et al. From Theorem 23 it follows that the same family of languages could be obtained by starting with Brzozowskis definition.

Besides the definite languages, the family of multidefinite languages includes the reverse definite and the generalized definite languages. Through a canonical expansion we define a hierarchy of complexity for the multidefinite languages. Hereby the empty language and the universal language get the rank 0 , all other definite and reverse definite languages the rank 1 , and so forth.

In § 11 the corresponding generalization of definite transition systems is introduced and studied. It turns out that the rank of a multidefinite
transition system cannot exceed 2 . In § 12 some properties of multidefinite automata are presented. From Theorem 27 it follows that a reduced automaton has a multidefinite transition system iff it is generalized definite.

## PRELIMINARIES

An alphabet is a nonempty finite set. For the alphabet $X$ we denote by $X^{*}$ the set of all finite sequences (words) of letters from $X$, including the empty word $\lambda$. The union or sum of two subsets (languages) of $X^{*}$ $U$ and $V$ is denoted by $U+V$, their product is defined by $U V=$ $\{p \mid p=u v, u \in U, v \in V\}$. Using the denotations $U^{0}=\{\lambda\}, U^{i+1}=$ $U^{i} U(i=0,1, \ldots)$, the iteration of $U$ is defined by

$$
U=\{\lambda\}+U+U^{2}+\ldots=\bigcup_{i=0}^{\infty} U^{i}
$$

The length of a word $p$ is denoted by $L(p)$ and the length of a language $U \neq \varnothing$ is defined by

$$
L(U)=\max \{L(p) \mid p \in U\}
$$

For $U=\varnothing$, we put $L(\varnothing)=-1$.
The unit languages $\{p\}$, with $p$ in $X^{*}$, are written without parentheses: $\{p\}=p$. We use the symbol $X$ to denote the sum of the letters in $X$, too. Then $X^{k}(k=0,1,2, \ldots)$ denotes the set of words of length $k$.

Let $p, p^{\prime}$ and $p^{\prime \prime}$ be words such that $p=p^{\prime} p^{\prime \prime}$ and $L\left(p^{\prime \prime}\right)=k$ $(k=0,1, \ldots)$. Then we call $p^{\prime \prime}$ the $k$-suffix of $p$ and denote it by $p \mid k$.

We give the definition of definite languages as it was formulated by Perles, Rabin and Shamir [15].

Definition 1. Let $k$ be a non-negative integer. The language $D$ is weakly $k$-definite iff, for any word $p$ satisfying $L(p) \geq k, p \in D$ iff $p \mid k \in D$.

When $k \geq 1, D$ is $k$-definite, iff it is weakly $k$-definite but not weakly $(k-1)$-definite. A language is 0 -definite iff it is weakly 0 -definite. The degree of $D$ (denoted by $\operatorname{deg} D$ ) is $k$ iff $D$ is $k$-definite.
A language is definite iff it is $k$-definite for some $k$.

It is easily seen that if $D$ is weakly $k$-definite, then it is weakly $k^{\prime}$ definite for any $k^{\prime} \geq k$, and $k^{\prime \prime}$-definite for some unique $k^{\prime \prime} \leq k$.

The definite languages can be introduced equivalently by calling a language definite iff it has a representation

$$
\begin{equation*}
D=Q+X^{*} R \tag{1}
\end{equation*}
$$

where $Q$ and $R$ are finite languages. We call (1) a definite expression for $D$ iff $Q$ and $R$ are regular expressions denoting finite languages, where only the sum operation applied on words is used. If $D$ is weakly $k$-definite, then it has a definite expression (1), where $R \subseteq X^{k}$ and $L(Q)<\mathrm{k}$. Suppose further that the terms in $Q$ and $R$ are arranged in order of increasing length and words of equal length in some given alphabetical order. This unique definite expression we call the $k$-form of D.

Note. We shall not bring forth explicitly the distinction between a regular expression and the language denoted by it. Thence we use the symbol of a regular expression to denote also the corresponding language.

The canonical regular expressions introduced by Brzozowski [1] provide another useful - and in general more compact - way of describing definite languages.

We call two languages $U$ and $V$ almost equal iff

$$
|U-V|+|V-U|<\infty
$$

where $|W|$ denotes the cardinality of the set $W$.
If $D_{1}=Q_{1}+X^{*} R_{1}$ and $D_{2}=Q_{2}+X * R_{2}$ are two definite expressions with $R_{1}=R_{2}$, then the languages $D_{1}$ and $D_{2}$ are almost equal. Moreover the following lemma is obvious.

Lemma 1. Two weakly $k$-definite languages $Q_{1}+X * R_{1}$ and $Q_{2}+X * R_{2}$, given in their $k$-forms, are almost equal if and only if $R_{1}=$ $R_{2}$.

Hence almost equality divides the class of weakly $k$-definite languages into equivalence classes, each class corresponding to a unique subset of $X^{k}$.

An (initial) automaton over the alphabet $X$ is an ordered quadruple

$$
\mathfrak{H}=\left(S, \delta, s_{0}, F\right)
$$

where $S \neq \varnothing$ is the set of states, $\delta: S \times X \rightarrow S$ the next-state function,
$s_{0} \in S$ the initial state and $F \subseteq S$ the set of final (or representing) states. The pair $(S, \delta)$ is referred to as a transition system, and $\left(S, \delta, s_{0}\right)$ as an initial transition system. The automaton or transition system is called finite iff $S$ is a finite set.

Following the common practice we extend the domain of $\delta$ to $S \times X^{*}$. We denote $\delta(s, p)$ by $s p$ for any state $s$ and word $p$. For a set $S_{1} \subseteq S$ and word $p$ we denote

$$
\delta\left(S_{1}, p\right)=\left\{s \in S \mid s_{1} p=s \text { for some } s_{1} \in S_{1}\right\}
$$

The language represented by $\mathfrak{A}$ is defined as $T(\mathfrak{H})=\left\{p \in X^{*} \mid s_{0} p \in F\right\}$. The finite automaton is called definite or (weakly) $k$-definite iff $T(\mathfrak{H})$ is definite or (weakly) $k$-definite, respectively.

A language $U$ is said to be representable in the initial transition system $A=\left(S, \delta, s_{0}\right)$ iff there exists a set $F \subseteq S$ such that $U=T(\mathfrak{C})$ for $\mathfrak{Z}=\left(S, \delta, s_{0}, F\right)$.

We shall frequently deal with partititons on a state set or on $X^{*}$. Let $\tau$ be a partition on a nonempty set $S$. Identifying $\pi$ with the corresponding equivalence relation on $S$ we denote, for any $s, s^{\prime} \in S, s \pi s^{\prime}$ iff $s$ and $s^{\prime}$ belong to the same class in $\pi$.

Let $\pi^{1}$ and $\pi^{2}$ be two partitions on $S$. We denote $\pi^{1} \leq \pi^{2}$ and call $\pi^{1}$ a refinement of $\pi^{2}$ iff for each class $\pi_{\alpha}^{1} \in \pi^{1}$ there exists a class $\pi_{\beta}^{2} \in \pi^{2}$ such that $\pi_{\alpha}^{1} \subseteq \pi_{\beta}^{2}$. We write $\pi^{1}<\pi^{2}$ iff the refinement is proper. The relation $\leq$ defines a partial ordering in the set of all partitions on $S$. It is easy to see that the set of all partitions on $S$ forms a lattice relative to $\leq$. Hereby, the infimum and supremum of the partitions $\pi^{1}$ and $\pi^{2}$ are given by $\pi^{1} \cdot \pi^{2}$ and $\pi^{1}+\pi^{2}$, respectively, where the meet operation + and the join operation + are defined as follows.

1. For any $s, s^{\prime} \in S, s\left(\pi^{1} \cdot \pi^{2}\right) s^{\prime}$ iff $s \pi^{1} s^{\prime}$ and $s \pi^{2} s^{\prime}$.
2. For any $s, s^{\prime} \in S, s\left(\pi^{1}+\pi^{2}\right) s^{\prime}$ iff there exists a sequence

$$
s_{0}=s, s_{1}, s_{2}, \ldots, s_{n}=s^{\prime}
$$

of elements in $S$ such that, for any $i=0,1, \ldots, n-1, s_{i} \pi^{1} s_{i+1}$ or $s_{i} \pi^{2} s_{i+1}$.

The greatest element of this lattice is the identity partition $I=\{S\}$, and the least element is the null partition $0=\{\{s\} \mid s \in S\}$.

A partition on a state set is called a state partition and a partition on $X^{*}$ an input partition.

## CHAPTER I

## DEFINITE AUTOMATA AND TRANSITION SYSTEMS

## § 1. Derivatives of definite languages

1.1. The (left) derivative of a language $U$ with respect to a given word $p$ is defined as the language

$$
\partial_{p} U=\left\{q \in X^{*} \mid p q \in U\right\} .
$$

The set of all distinct derivatives of a regular language $U$, here denoted by $\partial U$, corresponds in a well-known way to the state set of the minimal finite automaton representing $U$ (cf. Brzozowski [2]). The special applicability of the synthesis method provided by this fact to definite automata was demonstrated by Brzozowski [1]. We shall make use of the derivatives to find some fundamental properties of definite automata in a simple way.
1.2. Let $D=Q+X^{*} R$ be a definite expression. Then for any letter $x$ in $X$

$$
\begin{equation*}
\partial_{x} D=\partial_{x} Q+\partial_{x} R+X * R . \tag{1.1}
\end{equation*}
$$

The derivative is definite and by repeated use of (1.1) and the general rule $\partial_{p q} U=\partial_{q}\left(\partial_{p} U\right)$, we get for an arbitrary nonempty word $p=$ $x_{1} x_{2} \ldots x_{n}$ :

$$
\begin{aligned}
\partial_{p} D & =\partial_{p \mid n-1}\left(\partial_{x_{1}} D\right) \\
& =\partial_{p \mid n-2}\left(\partial_{x_{2}}\left(\partial_{x_{1}} Q+\partial_{x_{1}} R+X^{*} R\right)\right) \\
& =\partial_{p \mid n-3}\left(\partial_{x_{3}}\left(\partial_{x_{1} x_{2}} Q+\partial_{x_{1} x_{2}} R+\partial_{x_{2}} R+X^{*} R\right)\right) \\
& \cdot \\
& \cdot \\
& \cdot \\
& =\partial_{p} Q+\partial_{p} R+\partial_{p \mid n-1} R+\ldots+\partial_{x_{n}} R+X^{*} R .
\end{aligned}
$$

If we denote for any word $p$ of length $n$ and language $U$

$$
\partial^{p} U=\bigcup_{i=1}^{n} \partial_{p \mid i} U
$$

(especially $\partial^{\lambda} U=\varnothing$ ), we get

$$
\begin{equation*}
\partial_{p} D=\partial_{P} Q+\partial^{p} R+X^{*} R \tag{1.2}
\end{equation*}
$$

Clearly (1.2) holds also when $p=\lambda$.
Suppose that $D$ is weakly $k$-definite and that $Q+X^{*} R$ is its $k$-form. Then

$$
L\left(\partial_{p} Q+\partial^{p} R\right)<k .
$$

Hence the derivative is weakly $k$-definite and (1.2) gives its $k$-form when the words in $\partial_{p} Q+\partial^{p} R$ are ordered properly. Using Lemma 1 we get

Lemma 2. The derivatives of a weakly $k$-definite language $D$ are weakly $k$-definite and almost equal to $D$.

It is to be noted that $\operatorname{deg} D$ is in general not retained in derivation. Similarly we get from formula (1.2) and Lemma 2

Lemma 3. Let $D_{1}$ and $D_{2}$ be two almost equal weakly $k$-definite languages. Then $\partial_{p} D_{1}=\partial_{p} D_{2}$, for any word $p$ satisfying $L(p) \geq k$. If $k>0$ and $L(p)=k-1$, then $\partial_{P} D_{1}$ and $\partial_{p} D_{2}$ differ at most by the empty word $\lambda$.

Theorem 1. A language is weakly $k$-definite if and only if, for any fixed word $q$ of length $k$, all derivatives $\partial_{q}\left(\partial_{P} D\right)$ are equal.

Proof. Suppose that $\partial_{q}\left(\partial_{p_{1}} D\right)=\partial_{q}\left(\partial_{p_{2}} D\right)$ for all words $p_{1}$ and $p_{2}$ whenever $L(q)=k$. Let $p=p^{\prime}\left(p^{\prime} k\right)$ be an arbitrary word satisfying $L(p) \geq k$. Then by our assumption

$$
\partial_{p} D=\partial_{p \backslash k}\left(\partial_{p^{\prime}} D\right)=\partial_{p \backslash k}\left(\partial_{i,} D\right)=\partial_{p \backslash k} D .
$$

But this implies that $p \in D$ if and only if $p \mid k \in D$, and hence $D$ is weakly $k$-definite. The converse part follows from Lemmas 2 and 3.

From Theorem 1 and Lemma 3 we get the following
Corollary 1.1. If $k>0$, then any $k$-definite language has two derivatives differing only by the empty word $\lambda$.

Theorem 2. A $k$-definite language has at least $k+1$ different derivatives.

Proof. The case $k=0$ is obvious. We suppose that $k>0$. Let $D$ be a $k$-definite language. For every integer $i=0,1,2, \ldots$ we define an equivalence relation $\Omega^{i}$ on $\partial D$ by the condition $\partial_{u} D \Omega^{i} \partial_{v} D$ iff $\partial_{p}\left(\partial_{u} D\right)=\partial_{p}\left(\partial_{v} D\right)$ for all $p \in X^{i}$.

Clearly $\partial_{u} D \Omega^{i} \partial_{v} D$ implies $\partial_{u} D \Omega^{i+1} \partial_{v} D$. Thus we have a nondescending chain of partitions on $\partial D$

$$
\begin{equation*}
0=\Omega^{0} \leq \Omega^{1} \leq \ldots \leq \Omega^{k-1} \leq \Omega^{k}=I \tag{1.3}
\end{equation*}
$$

The last equality follows from Theorem 1. Clearly

$$
\partial_{u} D \Omega^{i+1} \partial_{v} D \text { iff } \partial_{u x} D \Omega^{i} \partial_{x x} D \text { for any } x \text { in } X
$$

Suppose that for some $i=0,1, \ldots, k-1, \Omega^{i+1}=\Omega^{i}$. We make the induction hypothesis that $\Omega^{i+n}=\Omega^{i}$. Then the following chain of equivalences is valid:

$$
\begin{aligned}
\partial_{u} D \Omega^{i+n+1} \partial_{v} D & \text { iff } \partial_{u x} D \Omega^{i+n} \partial_{v x} D \text { for any } x \text { in } X \\
& \text { iff } \partial_{u x} D \Omega^{i} \partial_{v x} D \text { for any } x \text { in } X \\
& \text { iff } \partial_{u} D \Omega^{i+1} \partial_{v} D \\
& \text { iff } \partial_{u} D \Omega^{i} \partial_{v} D .
\end{aligned}
$$

Hence $\quad \Omega^{i+1}=\Omega^{i} \quad$ implies $\quad \Omega^{i}=\Omega^{i+1}=\ldots=\Omega^{k-1}=\Omega^{k}=I . \quad$ But this contradicts Theorem 1. Hence all inclusions in (1.3) must be proper, and thus the number of derivatives must exceed $k$.

From this we obtain immediately the following result proved in another way by Perles et al. [15].

Corollary 2.1. A $k$-definite finite automaton has at least $k+1$ states.

## § 2. Definite transition systems

2.1. The definiteness of a transition system was defined in [15] as follows.

The transition system ( $S, \delta$ ) is weakly $k$-definite ( $k \geq 0$ ) iff for every
word $p, L(p)=k$ implies $\delta(s, p)=\delta\left(s^{\prime}, p\right)$ for any pair of states $s, s^{\prime}$ in $S$. The notions of $k$-definite and definite transition system as well as the degree $\operatorname{deg} \delta$ of a definite transition system are derived from this in the way of Definition 1.

As a direct consequence of Theorem 1 we can state the following result due to Perles, Rabin and Shamir [15].

Theorem 3. A reduced finite automaton is $k$-definite if and only if its transition system is $k$-definite.
2.2 Let $\pi$ be a state partition of a transition system $(S, \delta)$. Following the terminology of [7] we call $\pi$ a partition with substitution property or shortly an S.P. partition iff, for any states $s$ and $s^{\prime}$ in $S$ and any letter $x$,

$$
s \pi s^{\prime} \quad \text { implies } \quad \delta(s, x) \pi \delta\left(s^{\prime}, x\right) .
$$

Hence a state partition $\pi$ on $S$ is an S.P. partition iff for each class $\pi_{\alpha} \in \pi$ and each letter $x$ in $X$ there exists a class $\pi_{\beta} \in \pi$ such that $\delta\left(\pi_{\alpha}, x\right) \subseteq \pi_{\beta}$. Clearly $\pi_{\beta}$ is unique and thus a transition system

$$
(S, \delta)_{\pi}=\left(\pi, \delta_{\pi}\right),
$$

the $\pi$-image of $(S, \delta)$ can be introduced by defining

$$
\delta_{\pi}\left(\pi_{\alpha}, x\right)=\pi_{\beta} \text { iff } \delta\left(\pi_{\alpha}, x\right) \subseteq \pi_{\beta}
$$

for all $\pi_{\alpha}, \pi_{\beta} \in \pi$ and $x \in X$.

Theorem 4. All $\pi$-images of a $k$-definite transition system are weakly $k$-definite. Hence all homomorphic images of a $k$-definite transition system are weakly $k$-definite.

The proof of this theorem is straightforward. The second proposition follows from the first because each homomorphic image of a transition system is isomorphic to the $\pi$-image, where $\pi$ is the S.P. partition induced by the homomorphism.
2.3. We now introduce an important class of S.P. partitions of a transition system. The concepts defined in the following two definitions are generalizations of those (for $n=1$ ) used in [15].

Definition 2. Two states $s$ and $s^{\prime}$ of a transition system $(S, \delta)$ are n-equivalent $\quad(n=0,1, \ldots) \quad$ iff $\delta(s, p)=\delta\left(s^{\prime}, p\right)$ for any word $p$ of length $n$.

Clearly this is for every $n$ an equivalence relation on $S$ corresponding to that introduced for derivatives of a given language in the proof of Theorem 2. We denote the relation and the corresponding partition on $S$ by $\Omega^{n}$.

Lemma 4. For every $n=0,1, \ldots$
(a) $\Omega^{n}$ is an S.P. partition,
(b) $\Omega^{n} \leq \Omega^{n+1}$, and
(c) if $\Omega^{n+1}=\Omega^{n}$, then $\Omega^{n+i}=\Omega^{n}$ for every $i=0,1, \ldots$

Proof. The properties (a) and (b) follow easily from definitions, and (c) can be proven by a technique similar to that used in the proof of Theorem 2.

From Lemma 4 we get the following theorem, which includes the existence of 1 -equivalent states proved by Simon [18].

Theorem 5. The transition system $(S, \delta)$ is weakly $k$-definite if and only if $\Omega^{k}=I$. If the transition system is $k$-definite with $k>0$, then

$$
\Omega^{0}<\Omega^{1}<\ldots<\Omega^{k-1}<\Omega^{k}=I .
$$

Hence there exists for every $i=1,2 \ldots, k$ a pair of $i$-equivalent states which are not $(i-1)$-equivalent.

As noted in Lemma 4 the partitions $\Omega^{n}$ are S.P. partitions. We shall now show that the $\Omega^{n}$-images can be constructed practically by means of the strong contractions used in [15].

Definition 3. The nth (strong) contraction $\left(S_{n}, \delta_{n}\right), n \geq 0$, of a transition system $(S, \delta)$ is defined recursively as follows.

1. $\left(S_{0}, \delta_{0}\right)=(S, \delta)$.
2. Given $\left(S_{i}, \delta_{i}\right), \quad i=0,1, \ldots,\left(S_{i+1}, \delta_{i+1}\right)$ is obtained from $\left(S_{i}, \delta_{i}\right)$ by identifying the states in each class of 1 -equivalent states as one state.

The identifications in 2 can be performed by choosing from each set of 1-equivalent states a representative, removing the other states from the state set and replacing them in the remaining transition table by their
representatives. Hence we may suppose that $S_{n+1} \subseteq S_{n} \subseteq S$ for every $n$. We suppose that the representatives are always chosen according to some prescribed rule. Then a contraction operator $C$ performing the contractions can be introduced: $C(S, \delta)=\left(S_{1}, \delta_{1}\right)$ and $C s$ is the representative of the class of 1 -equivalent states in $(S, \delta)$ to which $s$ belongs. In general, we can write $C^{n}(S, \delta)$ for $\left(S_{n}, \delta_{n}\right)$, and $C^{n} s$ for the representative of $s$ in $S_{n}$. Hereby $C^{0}$ is the identity operator. If $C^{n} s=C^{n} s^{\prime}$, then we say that $s$ and $s^{\prime}$ are identified in $S_{n}$.

Lemma 5. If $\delta(s, x)=s^{\prime}$, then $\delta_{n}\left(C^{n} s, x\right)=C^{n} s^{\prime}(n=0,1, \ldots)$.
Proof. The proposition holds in the cases $n=0$ and $n=1$ per definitionem. Suppose that it holds for $n=i$, and that $\delta(s, x)=s^{\prime}$. Clearly, $C^{i} s$ and $C^{i} s^{\prime}$ are l-equivalent to $C^{i+1} s$ and $C^{i+1} s^{\prime}$, respectively, in $\left(S_{i}, \delta_{i}\right)$. Hence

$$
\delta_{i}\left(C^{i+1} s, x\right)=\delta_{i}\left(C^{i} s, x\right)=C^{i} s^{\prime}
$$

by the induction hypothesis. The definition of $\left(S_{+1}, \delta_{i+1}\right)$ implies now that

$$
\delta_{i+1}\left(C^{i+1} s, x\right)=C^{i+1} s^{\prime}
$$

Theorem 6. Two states of the transition system $(S, \delta)$ are identified in the $n$th contraction $\left(S_{n}, \delta_{n}\right), n=0,1, \ldots$, if and only if they are $n$-equivalent. Hence $\left(S_{n}, \delta_{n}\right)$ is the $\Omega^{n}$-image of $(S, \delta)$.

Proof. The validity of the theorem for $n=0$ is obvious. Suppose that it holds for $n=i, i=0,1, \ldots$, and consider the case $n=i+1$.

First let $s$ and $s^{\prime}$ be $(i+1)$-equivalent states. Then $(s x) q=\left(s^{\prime} x\right) q$, for any word $x q$ in $X^{i+1}$. Hence $s x$ and $s^{\prime} x$ are identified in $S_{i}$, for any letter $x$ in $X$. But this implies by Lemma 5 that the representatives of $s$ and $s^{\prime}$ are 1 -equivalent in $\left(S_{i}, \delta_{i}\right)$ and hence identified in $\left(S_{i+1}, \delta_{i+1}\right)$.

Suppose conversely that the states $s$ and $s^{\prime}$ are identified in $S_{i+1}$. Then their representatives $\bar{s}$ and $\bar{s}^{\prime}$ in $S_{i}$ are 1-equivalent (possibly equal) in $\left(S_{i}, \delta_{i}\right)$, i.e. $\delta_{i}(\bar{s}, x)=\delta_{i}\left(\bar{s}^{\prime}, x\right)$ for any $x$. But on the other hand, $\delta_{i}(\bar{s}, x)$ and $\delta_{i}\left(\bar{s}^{\prime}, x\right)$ are the representatives of $s x$ and $s^{\prime} x$ in $S_{i}$. Hence by the induction hypothesis $s x \Omega^{i} s^{\prime} x$ for every letter $x$. This implies $s \Omega^{i+1} s^{\prime}$.

Hence each class of $\Omega^{n}$ has a unique representative in $S_{n}$. If $s$ and $s^{\prime}$ are the representatives of the classes $\Omega_{1}^{n}$ and $\Omega_{2}^{n}$, then $\delta\left(\Omega_{1}^{n}, x\right)$ 2
$\subseteq \Omega_{2}^{n}$ implies $\delta_{n}(s, x)=s^{\prime}$, and conversely. Thus $\left(S_{n}, \delta_{n}\right)$ is isomorphic to $(S, \delta)_{\Omega^{n}}$.

Combining Theorem 6 with Theorem 5 we get, successively, the following results presented or implicit in [15].

Corollary 6.1. The transition system $(S, \delta)$ is $k$-definite iff $S_{0}=$ $S \supset S_{1} \supset S_{2} \supset \ldots \supset S_{k}, \quad$ and $\quad\left|S_{k}\right|=1$.

Corollary 6.2. The transition system $(S, \delta)$ is $k$-definite iff $\left(S_{n}, \delta_{n}\right)$ is $(k-n)$-definite, for any $n=0,1, \ldots, k$.

Corollary 6.3. If the transition system $(S, \delta)$ is definite, then it is weakly $(|S|-1)$-definite.

Corollaries 6.1. and 6.3. constitute the basis for the method of testing definiteness of a reduced finite automaton by Perles et al. In § 3 we use the contractions ( $S_{n}, \delta_{n}$ ) to find a definite expression for the language represented by a reduced definite automaton.
2.4. To remove the restriction of the finite automaton being reduced we introduce now another type of equivalence relations in $S$ and the corresponding contractions. As opposed to the relations $\Omega^{n}$ these will depend on the set of final states, and are thence defined only for transition systems of automata.

Definition 4. Two states $s$ and $s^{\prime}$ of a finite automaton $\mathfrak{A}=$ $\left(S, \delta, s_{0}, F\right)$ are $n$-indistinguishable, $n=0,1,2, \ldots$, iff

$$
\delta(s, p) \in F \text { if and only if } \delta\left(s^{\prime}, p\right) \in F
$$

for every word $p$ satisfying $L(p) \geq n$.
For every $n=0,1, \ldots$ we denote this equivalence relation and the corresponding state partition by $\Sigma^{n}$. These partitions resemble in many respects the partitions $\Omega^{n}$.

Lemma 6. For every $n=0,1, \ldots$,
(a) $\Sigma^{n}$ is an S.P. partition,
(b) $\sum^{n} \leq \Sigma^{n+1}$,
(c) if $\Sigma^{n+1}=\Sigma^{n}$, then $\Sigma^{n+i}=\Sigma^{n}$, for any $i=0,1,2, \ldots$,
(d) $\Omega^{n} \leq \Sigma^{n}$, and
(e) if the finite automaton is reduced, then $\Sigma^{n}=\Omega^{n}$.

Proof. The properties (a), (b) and (d) follow easily from definitions, (c) can be proven by the technique used in the proof of Theorem 2.

Suppose that $s \Sigma^{n} s^{\prime}$ holds for a pair of states $s, s^{\prime} \in S$. Then, for any words $p \in X^{n}$ and $r \in X^{*}, \operatorname{spr} \in F$ iff $s^{\prime} p r \in F$. Hence the states $s p$ and $s^{\prime} p$ are indistinguishable. Hence $s p=s^{\prime} p$, for any $p \in X^{n}$, if $\mathfrak{A}$ is reduced. This implies together with (d) that $\Sigma^{n}=\Omega^{n}$.

From Theorem 1 and Lemma 6 we get

Theorem 7. A connected finite automaton $\mathfrak{A}=\left(S, \delta, s_{0}, F\right)$ is $k$ definite if and only if

$$
\Sigma^{0}<\Sigma^{1}<\ldots<\Sigma^{k-1}<\Sigma^{k}=I
$$

Definition 5. By the nth indistinguishability (i.d.) contraction ( $S_{n}^{\prime}, \delta_{n}^{\prime}$ ) of the transition system of a finite automaton $\mathfrak{H}=\left(S, \delta, s_{0}, F\right)$ we mean the $\sum^{n}$-image of $(S, \delta)$.

As for the sets $S_{n}$ we may suppose that $S_{n+1}^{\prime} \subseteq S_{n}^{\prime} \subseteq S$, for every $n$. To construct the i.d. contractions we do not know of such a simple recursive method as for the contractions ( $S_{n}, \delta_{n}$ ). They must be constructed by first finding the partitions $\Sigma^{n}$ and using the following obvious counterpart to Lemma 5 .

Lemma 7. If $\delta(s, x)=s^{\prime}$, and if $\bar{s}$ and $\bar{s}^{\prime}$ are the representatives for $s$ and $s^{\prime}$ in $S_{n}^{\prime}$, then $\delta_{n}^{\prime}(\bar{s}, x)=\bar{s}^{\prime}$.

To find the partitions $\Sigma^{n}$ we can use the following relations considered in [15].

Write $s \Lambda^{n} s^{\prime}, \quad n=0,1, \ldots$, for two states $s, s^{\prime} \in S$, iff

$$
s p \in F \text { exactly in case } s^{\prime} p \in F,
$$

for any word $p$ of length $n$. These relations are equivalence relations in $S$ and they can be used [15] to test the definiteness of an arbitrary connected finite automaton: the automaton is weakly $k$-definite if and only if $\Lambda^{k}=I$. In general the corresponding partitions $\Lambda^{n}$ on $S$ are not S.P. partitions and the relations $\Lambda^{n} \leq \Lambda^{n+1}$ do not hold. The partitions can be formed practically as follows.

1. $s \Lambda^{0} s^{\prime}$ iff $s, s^{\prime} \in F$ or $s, s^{\prime} \in S-F$.
2. $s \Lambda^{i+1} s^{\prime}$ iff $s x \Lambda^{i} s^{\prime} x$ for all $x$ in $X, i=0,1, \ldots$

In general it is not easy to find the partitions $\Sigma^{n}$, but when the auto-
maton is $k$-definite, then $\Lambda^{k}=\Lambda^{k+1}=\Lambda^{k+2}=\ldots$, and the partitions $\Sigma^{n}$ can be found as indicated in the following

Lemma 8. If the finite automaton $\mathfrak{A}$ is $k$-definite, then

$$
\Sigma^{n}=\Lambda^{n} \cdot \Lambda^{n+1} \cdot \ldots \cdot \Lambda^{k}
$$

for every $n=0,1, \ldots, k$.

## § 3. Testing definiteness and analysis of definite automata

3.1. Consider the following problem. Given a finite automaton it must be decided whether or not it is definite. If the answer is affirmative, the degree and a definite expression for the language represented must be found.

Perles, Rabin and Shamir [15] have given two methods to solve the questions about definiteness and degree. The first method uses the (strong) contractions (or alternatively a weaker type of contractions) and is applicable to reduced finite automata. Ginzburg [4] has formulated this test by means of graphs. The second method using the partitions $\Lambda^{n}$ is applicable to any connected automaton.

We shall present two decision methods which also solve the analysis problem and give the language represented by a definite expression. Brzozowski [1] has given such a method involving the construction of the reverse (dual) automaton. Our second method makes use of this idea.
3.2. Method I. Let $\mathfrak{H}=\left(S, \delta, s_{0}, F\right)$ be a given connected automaton with $n$ states $s_{0}, s_{1}, \ldots, s_{n-1}$. To every word $p$ we associate the state vector

$$
t_{p}=\left(\delta\left(s_{\mathbf{0}}, p\right), \delta\left(s_{1}, p\right), \ldots, \delta\left(s_{n-1}, p\right)\right)
$$

If all components of $t_{p}$ belong to $F$ we call $t_{p}$ purely positive, and if they all belong to $S-F$, purely negative.

Lemma 9. A connected finite automaton is weakly $k$-definite if and only if $t_{p}$ is for every word $p$ of length $k$ either purely positive or purely negative.

This lemma is a direct consequence of Theorem 1 (or 6) and it suggests the following simple testing and analysis method.

The transition table is successively written for words of length ( 0,1, ) $2,3, \ldots$ so that the row corresponding to each word $p$ gives the vector $t_{p}$. If a row is purely positive or negative it is marked by the sign + or - , respectively. The process is continued until the first $k$ is reached such that all rows corresponding to words of length $k$ are marked. If there exists such a $k$, then $\mathfrak{A}$ is $k$-definite and the $k$-form

$$
T(\mathfrak{H})=Q+X^{*} R
$$

is obtained from the constructed table by taking to $Q$ all words $p$ with $L(p)<k$ for which the first component of $t_{p}$ belongs to $F$, and to $R$ the words of length $k$ marked by + . Corollary 2.1 guarantees that only a finite continuation is needed. For if no $k$ less than $n$ satisfies the above condition, then $\mathfrak{A}$ cannot be definite.

Example 1. Consider the 6 -state automaton $\mathfrak{H}$ given by Table 1 (a), where $S=\{a, b, c, 1,2,3\}, s_{0}=a$ and $F=\{a, b, c\}$. From the continued Table 1 (b) we see that $\mathfrak{A}$ is 2-definite and

$$
T(\mathfrak{U})=\lambda+x+X^{*} x y .
$$

## Table 1.


(a)

(b)

The continuation is facilitated if we note that the column under any state $s$ corresponding to the words $x p$, with $x \in X$ and $L(p)=j$ $(j=1,2, \ldots)$, is the same as that under $\delta(s, x)$ corresponding to the words of length $j$, when the words of equal length are always written in the same alphabetical order.

If the automaton has proven to be $k$-definite, then the indistinguishable states can be found from the continued table, for obviously any pair of distinguishable states can be distinguished by a word of length less than $k$. Thus in Example 1 we find from Table 1 (b) considering $t_{\lambda}, t_{x}$ and $t_{y}$ that the states 2 and 3 are indistinguishable.

The procedure described above can often be considerably shortened and the canonical expression (cf. [1]) is obtained by omitting in the continuation every word having as a suffix some word previously marked. Then for $k$-definiteness it is necessary and sufficient that the table has some rows for words of length $k$, which are all marked and thus no rows for words of length more than $k$. The canonical representation

$$
T(\mathfrak{H})=Q+X^{*} R
$$

is obtained by taking to $R$, without changing their order, all words marked by + and to $Q$ all other words whose state vector has a final state as the first component. Also from this table the indistinguishable states can be found.

Example 2. In the case indicated by Table 2, where $s_{0}=1$ and $F=$ $\{a, b\}$, the table is continued for only those words of length 3 which end with $x y$ and only for those words of length 4 which end with $x x y$. The language represented is 4 -definite and we get the canonical expression

$$
T(\mathfrak{H})=x+x x y+X^{*} y y
$$

Table 2.

| $\lambda$ | 1 | 2 | 3 | $a$ | $b$ |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |
| $x$ | $a$ | 3 | 3 | 2 | 3 |  |
| $y$ | 2 | $b$ | 2 | 2 | $b$ |  |
| $x x$ | 2 | 3 | 3 | 3 | 3 | - |
| $x y$ | 2 | 2 | 2 | $b$ | 2 |  |
| $y x$ | 3 | 3 | 3 | 3 | 3 | - |
| $y y$ | $b$ | $b$ | $b$ | $b$ | $b$ | - |
| $x x y$ | $b$ | 2 | 2 | 2 | 2 |  |
| $y x y$ | 2 | 2 | 2 | 2 | 2 | - |
| $x x x y$ | 2 | 2 | 2 | 2 | 2 | - |
| $y x x y$ | 2 | 2 | 2 | 2 | 2 | - |

Instead of the 31 rows of the complete table Table 2 has only 11 rows.
Method I is technically simple and it gives the languages represented by any choice of initial state, but the maximal length of the table increases rapidly with the number of states.
3.3. Method II. This method involves two stages. First sufficiently many contractions of the transition system of $\mathfrak{H}$ are formed and from these the definiteness is tested. If the automaton proves to be definite,
then the language represented is obtained as a definite expression from a graph which is constructed by means of the contractions.

First let $\mathfrak{A}$ be reduced. The contractions $\left(S_{n}, \delta_{n}\right)$ are successively formed as indicated in 2.3. The initial state is always taken as the representative for its class in any contraction. Then Theorem 3 and Corollary 6.1. provide the criterion of Perles et al.: if $\left(S_{k}, \delta_{k}\right)$ is the first contraction admitting no further proper contractions, then $\mathfrak{A}$ is definite iff $\left|S_{k}\right|=1$. If $\left|S_{k}\right|=1$, then $\operatorname{deg} T(\mathfrak{A})=k$.

Suppose that $\mathfrak{A}$ has proven to be $k$-definite. Then construct a graph $\Gamma(\mathfrak{H})$ as follows.

The nodes of $\Gamma(\mathfrak{H})$ correspond to subsets of $S$ and we assign them orders in the following way.

1. The initial node $s_{r_{-}^{-}}^{-} F$ is the only node of order 0 .
2. When the nodes of order $i(i=0,1, \ldots)$ are constructed, then the nodes of order $i+1$ are obtained from the table of $\left(S_{i}, \delta_{i}\right)$ as follows. To each node $s_{p}^{-} \neq S_{i-1}$ (for $i=0, s_{p}^{-} \neq S$ ) of order $i$ and letter $x$ we introduce a node

$$
s_{p x}^{-}=\left\{s \in S_{i} \mid \delta_{i}(s, x) \in s_{p}^{-}\right\}
$$

if this is nonempty, and lead a transition labelled by $x$ from $s_{p}^{-}$to $s_{p x}^{-}$. Equal nodes of the same order may be identified as one node. If $s_{p x}^{-}=\varnothing$, then a transition labelled by $x$ is led to a common empty node $s_{\emptyset}^{-}$(In practice this node and transitions leading to it may be neglected).
3. If for a node $s_{p}^{-}$of order $i, s_{p}^{-}=S_{i-1} \quad\left(\right.$ for $\left.i=0, s_{p}^{-}=S\right)$, i.e., if $s_{p}^{-}$contains all states of the transition system from which it was constructed, then no nodes $s_{p x}^{-}$are introduced, but a transition labelled by all input letters is led from $s_{p}^{-}$to itself.

Evidently the construction terminates and the last nonempty nodes are of order $k$ or $k-1$.

Let $\delta^{-}$be the transition function of $\Gamma(\mathfrak{H})$ and denote by $\mathfrak{H}_{s}$ the finite automaton $(S, \delta, s, F)$ for any state $s$ in $S$. If we further denote by $p^{-}$the reverse of the word $p$ (i.e., $p^{-}=x_{m} x_{m-1} \ldots x_{1}$ if $p=$ $x_{1} x_{2} \ldots x_{m}$, and $\lambda^{-}=\lambda$ ), then the connection between $\Gamma(\mathfrak{H})$ and $\mathfrak{A}$ can be explained by the following

Theorem 8. Let $p$ be an arbitrary word. Then for any state $s$ in $S$ : $p^{-} \in T\left(\mathscr{H}_{s}\right)$ if and only if $\delta^{-}\left(s_{\%}^{-}, p\right)$ contains a state identified with $s$ in the contraction from which $\delta^{-}\left(s_{\lambda}^{-}, p\right)$ was constructed.

Proof. First suppose that $\delta^{-}\left(s_{\lambda^{-}}^{-}, p\right)$ contains a state $\bar{s}$ identified with $s$. From the construction of $\Gamma(\mathfrak{H})$ it follows that the order of
$\delta^{-}\left(s_{\lambda}^{\vec{\lambda}}, p\right)$ does not exceed the length $m$ of the word $p$. Hence $s \Omega^{m} \bar{s}$ by Theorem 6. On the other hand it follows from the construction of the graph that $\delta\left(\bar{s}, p^{-}\right) \in s_{\lambda}^{-}=F$. Hence also $\delta\left(s, p^{-}\right)$belongs to $F$.

Suppose now that $p^{-} \in T\left(\mathscr{U}_{s}\right)$. We proceed by induction on $L(p)=$ $m$. If $m=0$, then $p=\lambda$ and $s \in F=s_{i}^{-}$. Suppose that the theorem is true for any state and any word of length $i$, and let $m$ be $i+1$. We write $p=q x$. Denote $\bar{s}=C^{j} s$ and $s^{\prime}=C^{j} s x$, where $j \leq i$ is the order of $\delta^{-}\left(s_{\lambda}^{-}, q\right)$. Then by Lemma $5 \quad \delta_{j}(\bar{s}, x)=s^{\prime}$. Hence

$$
\bar{s} \in\left\{s^{\prime \prime} \in S_{j} \mid \delta_{j}\left(s^{\prime \prime}, x\right) \in \delta^{-}\left(s_{i}^{-}, q\right)\right\}=\delta^{-}\left(s_{z^{-}}^{-}, p\right)
$$

The definite expression $T(\mathfrak{H})=Q+X^{*} R$ can be found from $\quad \Gamma(\mathfrak{H})$ by taking to $R$ the reverses of all words of length $i$ leading from the initial node to a node $S_{i-1}$ of order $i(i=1, \ldots, k)$ and to $Q$ the reverses of all words leading to some other node containing the initial state $s_{0}$ of $\mathfrak{A}$.

Example 3. Consider the finite automaton $\mathfrak{U}=\left(S, \delta, s_{0}, F\right)$ with $F=\{a, b, c\}$ and $s_{0}=1$ given by Table 3. The contractions $\left(S_{1}, \delta_{1}\right)$ and $\left(S_{2}, \delta_{2}\right)$ are given in the same table. From $\left(S_{2}, \delta_{2}\right)$ we see that $\mathfrak{H}$ is 3 -definite because $\left|S_{3}\right|=1$. The graph $\Gamma(\mathfrak{H})$ is shown in Figure 1. The nodes $s_{\lambda}^{-}=\{a, b, c\}, s_{x}^{-}=\{1\}$ and $s_{y}^{-}=\{3,4, a, c\}$ were read from $\left(S_{0}, \delta_{0}\right), s_{y x}^{-}=S_{1}$ and $s_{y y}^{-}=\{2,4\}$ from $\left(S_{1}, \delta_{1}\right)$, and $s_{y y y}^{-}=S_{2}$ from $\left(S_{2}, \delta_{2}\right)$. The empty node and transitions leading to it have been omitted. From the graph we get

$$
T(\mathfrak{H})=x+X^{*}(x y+y y y) .
$$

## Table 3.

| $\delta_{0}$ | 1 | 2 | 3 | 4 | $a$ | $b$ | $c$ | 1.eq. states |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $x$ | $a$ | 3 | 3 | 3 | 3 | 3 | 3 | $\{2, b\},\{3, a\}$, |
| $y$ | 2 | 4 | $b$ | $c$ | $b$ | 4 | $c$ | $\{4, c\}$ |
| $\delta_{1}$ | 1 | 2 | 3 | 4 |  |  |  |  |
| $x$ | 3 | 3 | 3 | 3 |  |  | $\{1,3\},\{2,4\}$ |  |
| $y$ | 2 | 4 | 2 | 4 |  |  |  |  |
| $\delta_{2}$ | 1 | 2 |  |  |  |  |  |  |
| $x$ | 1 | 1 |  |  |  | $\{1,2\}$ |  |  |
| $y$ | 2 | 2 |  |  |  |  |  |  |



If the finite automaton $\mathfrak{A}$ is not known to be reduced, then the contractions must be replaced by the i.d. contractions. The analysis procedure consists then of three stages.

1. The partitions $\Lambda^{n}(n=0,1,2, \ldots)$ are computed by the recursive formulas of Perles et al. (see § 2) until a partition $\Lambda^{k}=I$ is obtained. The possible nondefiniteness is revealed at this stage. For if no $k<|S|$ satisfies this condition, then $\mathfrak{H}$ cannot be definite.
2. If the automaton has proven to be $k$-definite, the partitions $\Sigma^{n}$ for $n=k, k-1, \ldots, 0$ are computed using Lemma 8, and the corresponding i.d. contractions are formed using Lemma 7.
3. A graph $\Gamma^{\prime}(\mathfrak{H})$ is constructed just as $\Gamma(\mathfrak{H})$ but using instead of the contractions $\left(S_{n}, \delta_{n}\right)$ the i.d. contractions $\left(S_{n}^{\prime}, \delta_{n}^{\prime}\right)$.

A definite expression for $T(\mathfrak{H})$ can be read from $\Gamma^{\prime}(\mathfrak{H})$ in the same way as from $\Gamma(\mathfrak{H})$ above. The justification of this method can be given along the same lines as in the method for a reduced automaton.

## § 4. Definite automaton partitions and synthesis of definite automata

4.1. A partition $\Pi$ on $X^{*}$ is called an automaton partition (or right invariant) iff for each class $\Pi_{\alpha} \in \Pi$ and letter $x \in X$ there exists a block $\Pi_{\beta} \in \Pi$ such that $\Pi_{\alpha} x \subseteq \Pi_{\beta}$.

Glushkov [5], [6] has shown that the automaton partitions form a lattice relative to the partial ordering $\leq$. The infimum and supremum of the automaton partitions $\Pi^{1}$ and $\Pi^{2}$ are given by $\Pi^{1} \cdot \Pi^{2}$ and $\Pi^{1}+\Pi^{2}$, respectively.

An automaton partition $I I$ defines an initial transition system

$$
A(\Pi)=\left(\Pi, \delta, \Pi_{\lambda}\right)
$$

where $\Pi_{\lambda} \in \Pi$ is the class containing $\lambda$, and $\delta: \Pi \times X \rightarrow \Pi$ is defined by the condition

$$
\delta\left(\Pi_{\alpha}, x\right)=\Pi_{\beta} \text { iff } \Pi_{\alpha} x \subseteq \Pi_{\beta}
$$

for any $\Pi_{\alpha}, \Pi_{\beta} \in \Pi$ and $x \in X$.
Conversely, let $A=\left(S, \delta, s_{0}\right)$ be a connected initial transition system and $\pi$ a partition on $S$. By the input partition defined by $\pi$ we mean the partition

$$
I\{\pi\}=\left\{T\left(\mathfrak{H}_{\alpha}\right) \mid \pi_{\alpha} \in \pi\right\}
$$

where $\mathfrak{A}_{\alpha}=\left(S, \delta, s_{0}, \pi_{\alpha}\right)$. The following theorem is a generalization of a result implicit in the well-known representability theorem by Nerode (cf. [16]) and explicitly presented in [6].

Theorem 9. Let $A=\left(S, \delta, s_{0}\right)$ be a connected initial transition system and $\pi$ a partition on $S$. Then $\Pi=\Pi\{\pi\}$ is an automaton partition if and only if $\pi$ is an S.P. partition.

Proof. Let $p_{1}$ and $p_{2}$ be two words in the same class $\Pi_{\alpha} \in \Pi$, and $x$ a letter. Then $s_{0} p_{1} \pi s_{0} p_{2}$, and if $\pi$ is an S.P. partition also $s_{0} p_{1} x \pi s_{0} p_{2} x$, which implies $p_{1} x \Pi p_{2} x$.

On the other hand, if $\pi$ is not an S.P. partition, then there exist classes $\pi_{\alpha}, \pi_{\beta} \in \pi$, states $s_{1}, s_{2} \in \pi_{\alpha}$, and a letter $x$ such that $s_{1} x \in \pi_{\beta}$ but $s_{2} x \notin \pi_{\beta}$. Because $A$ is connected there exist words $p_{1}$ and $p_{2}$ such that $s_{1}=s_{0} p_{1}$ and $s_{2}=s_{0} p_{2}$. Now $p_{1} \Pi p_{2}$, but not $p_{1} x \Pi p_{2} x$.

We note that all automaton partitions defined by S.P. partitions of finite transition systems are finite. The following theorem reveals the isomorphism between the lattice of the S.P. partitions of a given initial transition system and a sublattice of the automaton partitions.

Theorem 10. Let $A=\left(S, \delta, s_{0}\right)$ be a connected initial transition system, and $\pi^{1}$ and $\pi^{2}$ two of its S.P. partitions. Then
(a) $\pi^{1}<\pi^{2}$ implies $\Pi\left\{\pi^{1}\right\}<\Pi\left\{\pi^{2}\right\}$,
(b) $\Pi\left\{\pi^{1} \cdot \pi^{2}\right\}=\Pi\left\{\pi^{1}\right\} \cdot \Pi\left\{\pi^{2}\right\}$, and
(c) $\Pi\left\{\pi^{1}+\pi^{2}\right\}=\Pi\left\{\pi^{1}\right\}+\Pi\left\{\pi^{2}\right\}$.

The proof of this theorem is staightforward.
4.2. We call an input partition weakly $k$-definite iff all of its classes are weakly $k$-definite languages. The notions of $k$-definite and definite partitions, and their degree are introduced as the corresponding concepts for languages in Definition 1. Hence a partition is $k$-definite iff all of its classes are weakly $k$-definite languages and at least one is $k$-definite. We note that a definite input partition is always finite.

Theorem 11. The infimum and supremum of two weakly $k$-definite input partitions ( $k=0,1, \ldots$ ) are weakly $k$-definite. Hence the definite input partitions form a lattice relative to the relation $\leq$, and the weakly $k$-definite $(k=0,1, \ldots)$ partitions a sublattice of this lattice.

The easy proof based on the fact that the unions and intersections of weakly $k$-definite languages are weakly $k$-definite is omitted. As a consequence we get

Corollary 11.1. The definite (weakly $k$-definite) automaton partitions form a lattice relative to $\leq$.

Theorem 12. Let $\mathfrak{A}=\left(S, \delta, s_{0}, F\right)$ be a $k$-definite connected finite automaton and $\Sigma^{n}(n=0,1, \ldots, k)$ the state partition into $n$-indistinguishable states. Then $\Pi^{n}=\Pi\left\{\Sigma^{n}\right\}$ is a $(k-n)$-definite automaton partition.

Proof. As noted in Lemma $6 \Sigma^{n}$ is an S.P. partition and $\Pi^{n}$ thus by Theorem 9 an automaton partition.

Let $p \in X^{k-n}$ and $q \in X^{*}$ be chosen arbitrarily. For any word $r$ satisfying $L(r) \geq n$, we have $L(p r) \geq k$, and thus $s_{0} p r \in F$ iff $s_{0} q p r \in F$. Hence $s_{0} p \sum^{n} s_{0} q p$ and $p \Pi^{n} q p$. This implies that $\Pi^{n}$ is weakly ( $k-n$ )-definite.

By Theorem $7 \Sigma^{k}=I$ and thus $\Pi^{k}$ is 0 -definite. Suppose that $k>0$ and $0 \leq n \leq k-1$. Because $\mathfrak{A}$ is not weakly $(k-1)$-definite there exist two words $p \in X^{k-1}$ and $q \in X^{*}$ such that $s_{0} p \in F$ but $s_{0} q p \notin F$, or $s_{0} p \notin F$ but $s_{0} q p \in F$. Denote $p=p^{\prime} p^{\prime \prime}$, where $L\left(p^{\prime}\right)=k-n-1$ and $L\left(p^{\prime \prime}\right)=n$. Then $p^{\prime}$ and $q p^{\prime}$ belong to distinct classes in $\Pi^{n}$ because $s_{0} p^{\prime} \sum^{n} s_{0} q p^{\prime}$ does not hold. Thus $\Pi^{n}$ is not weakly $(k-n-1)$ definite.

We get the following corollaries with the assumptions of Theorem 12.
Corollary 12.1. The state partition of $\mathfrak{A}$ into indistinguishable states defines a $k$-definite automaton partition.

Corollary 12.2. If $\Sigma^{n} \leq \pi$, for the state partition $\pi$, then $\Pi\{\pi\}$ is weakly $(k-n)$-definite.

Corollary 12.3. If $\mathfrak{H}$ is reduced, then each of its state partitions defines a weakly $k$-definite input partition.
4.3. Let $C$ be a family of partitions on $X^{*}$. The automaton partition $\Pi I$ is a maximal automaton refinement of $C$ iff
(1) $\Pi$ refines every partition in $C$, and
(2) $\Pi$ is not a proper refinement of any automaton partition which refines every partition in $C$.

Glushkov [6] has shown that each family $C$ has a unique maximal automaton refinement.

Let $K=\left\{U_{1}, U_{2}, \ldots, U_{n}\right\}$ be a nonempty collection of languages. Each $L_{i}$ defines an input partition $\psi^{i}=\left\{U_{i}, X^{*}-U_{i}\right\}$. When all languages in $K$ are regular, then the maximal automaton refinement
$\Pi$ of $\left\{\psi^{1}, \psi^{2}, \ldots, \psi^{n}\right\}$ is finite and all languages of $K$ are representable in the initial transition system $A(\Pi)$. Moreover it was shown in [6] that every initial transition system in which the languages of $K$ are representable can be mapped homomorphically onto $A(\Pi)$. Hence $A(\Pi)$ is minimal. Letitsevski [10] has given the following method for finding $\Pi$.

First define $\Pi^{0}$ as the input partition $\Pi^{0}=\psi^{1} \cdot \psi^{2} \cdot \ldots \cdot \psi^{n}$. Suppose that $\Pi^{i}$ has been constructed ( $i=0,1, \ldots$ ). Then define a refinement $\Pi^{i+1}$ of $\Pi^{i}$ dividing each block $\Pi_{\alpha}^{i} \in \Pi^{i}$ in maximal subsets $\Pi_{\lambda, \beta}^{i}=$ $\Pi_{\gamma}^{i+1}$ as follows. For any letter $x$ there exists a class $\Pi_{\varepsilon}^{i} \in \Pi^{i}$ such that $\Pi_{\gamma}^{i+1} x \subseteq \Pi_{\varepsilon}^{i}$. In this way a descending sequence

$$
\Pi^{0}>\Pi^{1}>\Pi^{2}>\ldots
$$

of input partitions (termed here Letitsevski partitions) is obtained. The procedure is stopped when a partition $\Pi^{m}$ is reached for which no refinement is needed, i.e., $\Pi^{m+1}=\Pi^{m}$. This $\Pi^{m}$ is the maximal automaton refinement, and each $U_{i}$ of $K$ is represented in $A\left(\Pi^{m}\right)$ by the set of states corresponding to the classes constituting $U_{i}$. We do not know any practical method for finding the refinements $\Pi^{i}$ in the case where the languages in $K$ are general regular languages. In Section 4.4. we present such a method for definite languages.

Lemma 10. Let $\Pi^{0}, \Pi^{1}, \Pi^{2}, \ldots$ be the Letitsevski partitions for some collection $K$ of languages, and $i, j$ a pair of non-negative integers satisfying $i \geq j$. For any word $p$ of length $i-j$ and any class $\Pi_{\alpha}^{i} \in \Pi^{i}$ there exists a class $\Pi_{\beta}^{j} \in \Pi^{j}$ such that $\Pi_{\alpha}^{i} p \subseteq \Pi_{\beta}^{j}$.

The lemma is easily established by induction on $i-j$. In the following theorem we give an upper bound for the number of refinements needed when all languages in the family are definite.

Theorem 13. Let $K=\left\{U_{1}, U_{2}, \ldots, U_{n}\right\} \quad(n \geq 1)$ be a collection of weakly $k$-definite languages and $\Pi^{0}, \Pi^{1}, \ldots$ the corresponding Letitsevski partitions. If $k>0$, then $\Pi^{k-1}$ is an automaton partition. If $k=0$, then $\Pi^{0}$ is an automaton partition.

Proof. The cases $k=0$ and $k=1$ are trivial. We suppose now that $k>1$. Let $\Pi_{\alpha}^{k-1}$ be an arbitrary class in $\Pi^{k-1}$. We prove by reversed induction on $h=k-1, \ldots, 1$ that for every word $p$ of length $h$ there exists a class $\Pi_{\beta}^{k-h} \in \Pi^{k-h}$ such that $\Pi_{\alpha}^{k-1} p \subseteq \Pi_{\beta}^{k-h}$.

First we note that for every word $p$, with $L(p) \geq k$, there exists a class $\Pi_{\gamma}^{0} \in \Pi^{0}$ such that $\Pi_{\alpha}^{k-1} p \subseteq \Pi_{\gamma}^{0}$. This follows from the weakly $k$-definiteness of the languages in $K$ which implies that the class of a word $q p$ in $\Pi^{0}$ is uniquely determined by $p$.

Suppose now that $L(p)=k-1$. By Lemma 10 there exists a class $\Pi_{\beta}^{0} \in \Pi^{0}$ such that $\Pi_{\alpha}^{k-1} p \subseteq \Pi_{\beta}^{0}$. For any $x$ in $X, L(p x)=k$ and thus there exists a class $\Pi_{\gamma}^{0} \in \Pi^{0}$ such that $\Pi_{\alpha}^{k-1} p x \subseteq \Pi_{\gamma}^{0}$. But this implies that all words of $\Pi_{\alpha}^{k-1} p$ must belong to the same class $\Pi_{\beta}^{1} \in \Pi^{1}$ because they belong to the same class $\Pi_{\beta}^{0}$ in $\Pi^{0}$. The first step of the induction is thus established.

Suppose now that the proposition is true for some $h=k-1, \ldots, 2$. Let $p$ be a word of length $h-1$. By the induction hypothesis there exists for every letter $x$ a class $\Pi_{\beta}^{k-h} \in \Pi^{k-h}$ such that $\Pi_{\alpha}^{k-1} p x \subseteq \Pi_{\beta}^{k-h}$. On the other hand $\Pi_{\alpha}^{k-1} p \subseteq \Pi_{\gamma}^{k-h}$ for some $\Pi_{\gamma}^{k-h} \in \Pi^{k-h}$ by Lemma 10. Thus the words of $\Pi_{\alpha}^{k-1} p$ belong to the same class in $\Pi^{k-h+1}$. This completes the induction, and for $h=1$ we get the result that, for any letter $x$ there exists a class $\Pi_{\beta}^{k-1} \in \Pi^{k-1}$ such that $\Pi_{\alpha}^{k-1} x \subseteq \Pi_{\beta}^{k-1}$.
4.4. We now describe a method based on the above considerations to find the minimal initial transition system in which all languages of a collection of definite languages are representable.

Let $C=\left\{U_{1}, U_{2}, \ldots, U_{n}\right\}(n \geq 1)$ be a collection of definite languages and $k$ the least integer such that all languages in $C$ are weakly $k$-definite. Write a table having a row for each word of length $k$ or less. To each language associate a column such that the entry corresponding to a word $p$ contains $1(0)$ if $p \in U_{i}\left(p \notin U_{i}\right)$. Hence each word in the table will be indexed by a sequence of length $n$ of l's and 0 's. If $n>1$, these sequences are replaced by simple indexes (e.g. by taking the sequences as binary numbers). After this index column write a column for each input letter so that in the column of $x$ in the row of $p$ we write the index of $p x$, or if $L(p)=k$ the index of $p x k$. Hereby every word gets a new sequence of indexes. These are again replaced by simple indexes so that two words get the same index iff their index sequences are identical. This procedure is repeated until every pair of words having equal indexes also gets equal index rows. These last indexes can be taken as the states of the transition system to be constructed, and the last columns give the corresponding transition table (vertically written and with eventual repetitions). The initial state is the index of $\lambda$ and the final states representing the language $U_{i}$ are the indexes of the words in the table which belong to $U_{i}$. Theorem 13 guarantees that at most $k$ (or one if $k=0$ ) indexing steps are needed. Observation of the obvious periodicities in the formation of the table facilitates the work considerably.

Example 4. We construct the minimal transition system in which the 2-definite languages $U_{1}=\lambda+x+X^{*}(x x+x y)$ and $U_{2}=x+y+X^{*}$ $(x x+y x+y y)$ are representable. The construction is given by Table 4 and the obtained transition system by Table 5. The initial state is $a$, and $U_{1}$ is represented by $\{a, b, d\}$ and $U_{2}$ by $\{b, c, e\}$.

Table 4.

|  | $U_{1} U_{2} \quad x y \quad x y$ |  |
| :---: | :---: | :---: |
|  |  |  |
| $\lambda$ | 1 | $0=231=a b c$ |
| $x$ | 1 | $1=332=b b d$ |
| $y$ | 0 | $1=111=c e c$ |
| $x x$ | 1 | $1=332=b b d$ |
| $x y$ | 1 | $0=211=d e c$ |
| $y x$ | 0 | $1=132=e b d$ |
| $y y$ | 0 | $1=111=c e c$ |

Table 5.

|  | $a$ | $b$ | $c$ | $d$ | $e$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  |  |  |  |
| $x$ | $b$ | $b$ | $e$ | $e$ | $b$ |
| $y$ | $c$ | $d$ | $c$ | $c$ | $d$ |

4.5. Let $p$ be any word of length $k$. From the construction in 4.4 we see that $X^{*} p$ is a subset of some class $\Pi_{\beta}$ of the maximal automaton refinement $\Pi$. On the other hand, for any class $\Pi_{\alpha} \in \Pi, \Pi_{\alpha} p \subseteq X^{*} p$. Thus in $A(\Pi) \delta\left(\Pi_{\alpha}, p\right)=\Pi_{\beta}$ for any state $\Pi_{\alpha} \in \Pi$. Hence we get the following generalization of Theorem 3.

Theorem 14. The minimal initial transition system in which a given collection of weakly $k$-definite languages is representable is weakly $k$ definite.

## § 5. Definite sequential machines

5.1. A Mealy machine is an ordered quadruple $\mathfrak{M}=(S, X, \delta, \omega)$, where $S$ (state set), $X$ (input alphabet) and $Y$ (output alphabet) are finite nonempty sets,

$$
\delta: S \times X \rightarrow S \text { (next-state function) }
$$

and

$$
\omega: S \times X \rightarrow Y \text { (output function) }
$$

functions. The domains of $\delta$ and $\omega$ are extended to $S \times X^{*}$ in the usual way. If $\omega$ can be considered as a function from $S$ to $Y$, then $\mathfrak{M}$ is a Moore machine.

Adding to the quadruple a specified initial state $s_{0}$ we get an initial Mealy machine. The language represented by the set $Y_{1}$ of output letters
in the initial Mealy machine is denoted by $T\left(\mathfrak{M}, s_{0}, Y_{1}\right)$, when the initial state is $s_{0}$.

Clearly, the only 0-definite language representable in a Mealy-machine is $\varnothing$. Excluding this trivial case we restrict the consideration to $k$-definite languages with $k>0$.
5.2. We consider now the transition system ( $S, \delta$ ) of a Mealy machine $\mathfrak{M}$ for which $T\left(\mathfrak{M}, s_{0}, Y_{1}\right)$ is definite, for some $s_{0}$ and $Y_{1}$. That $\mathfrak{M}$ is reduced as a sequential machine does not imply the definiteness of its transition system. We define a stronger concept of reducedness.

Two states $s, s^{\prime} \in S$ are said to be $Y_{1}$-distinguishable, for some $Y_{1} \subseteq Y$, iff there exists a word $p$ such that $\omega(s, p) \in Y_{1}$ but $\omega\left(s^{\prime}, p\right) \notin Y_{1}$, or vice versa. We call $\mathfrak{M} Y_{1}$-reduced iff every pair of its states is $Y_{1}$-distinguishable.

Theorem 15. Let $\mathfrak{M}$ be a Mealy machine connected for the initial state $s_{0}$. If there exists a set $Y_{1}$ of output letters such that $T\left(\mathfrak{M}, s_{0}, Y_{1}\right)$ is $k$-definite $(k \geq 1)$ and $\mathfrak{M}$ is $Y_{1}$-reduced, then $\mathfrak{M}$ has a $(k-1)$ definite transition system.

Conversely, if a Mealy machine $\mathfrak{M}$ has a $k$-definite ( $k \geq 0$ ) transition system, then $T\left(\mathfrak{M}, s_{0}, Y_{1}\right)$ is weakly $(k+1)$-definite for any choice of $s_{0} \in S$ and $Y_{1} \subseteq Y$.

Proof. Suppose that the conditions of the first part are fulfilled, but that there exists a word $p$ of length $k-1$ and states $s_{1}, s_{2}$ such that $s_{1}^{\prime}=\delta\left(s_{1}, p\right) \neq \delta\left(s_{2}, p\right)=s_{2}^{\prime}$. Let $p_{1}$ and $p_{2}$ be words such that $s_{1}=\delta\left(s_{0}, p_{1}\right)$ and $s_{2}=\delta\left(s_{0}, p_{2}\right)$. For any word $q$ of length greater than or equal to $1 L(p q) \geq k$. Thus

$$
\omega\left(s_{0}, p_{1} p q\right) \in Y_{1} \text { iff } \omega\left(s_{0}, p_{2} p q\right) \in Y_{1}
$$

or equivalently,

$$
\omega\left(s_{1}^{\prime}, q\right) \in Y_{1} \quad \text { iff } \quad \omega\left(s_{2}^{\prime}, q\right) \in Y_{1}
$$

This contradicts the assumption that $\mathfrak{M}$ is $I_{1}$-reduced. Hence the transition system must be weakly $(k-1)$-definite. That it is $(k-1)$-definite follows from the converse part of the theorem. This, in turn, follows from the fact that, for any $s_{0} \in S$ and $Y_{1} \subseteq Y$,

$$
T\left(\mathfrak{M}, s_{0}, Y_{1}\right)=\bigcup_{x \in X} T_{x} x
$$

where for each $x \in X, T_{x}$ is the weakly $k$-definite language represented in the initial transition system ( $S, \delta, s_{0}$ ) by the set

$$
S_{x}=\left\{s \in S \mid \omega(s, x) \in Y_{1}\right\}
$$

of final states.
Clearly the minimal Mealy machine representing a $k$-definite ( $k \geq 1$ ) language satisfies the conditions of the first part of Theorem 15. Thus we get the following corollaries.

Corollary 15.1. The minimal Mealy machine representing a $k$-definite ( $k \geq 1$ ) language has a $(k-1)$-definite transition system.

Corollary 15.2. A Mealy machine representing a $k$-definite $(k \geq 1)$ language has at least $k$ states.

From Theorem 14 it follows that the minimal Moore machine representing a set of weakly $k$-definite languages has a weakly $k$-definite transition system. As shown by Ibarra [8] the equivalent minimal Mealy machine can be constructed from this by identifying all 1 -equivalent states. Thus the transition system of the minimal Mealy machine is the 1 st contraction of the transition system of the Moore machine. Using Corollaries 6.2. and 6.1. we get

Theorem 16. The minimal Mealy machine representing a collection of weakly $k$-definite $(k \geq 1)$ languages has a $(k-1)$-definite transition system.

If the corresponding minimal Moore machine has $n$ states, then the minimal Mealy machine has at most $n-1$ states.
5.3. We now modify the synthesis and analysis methods presented above for Mealy machines.

The minimal Mealy machine representing a collection of definite languages is obtained by assigning outputs to the states of the minimal initial transition system constructed by the partition method and transforming this Moore machine into a Mealy machine by the method of Ibarra.

Let $\mathfrak{M}=(S, X, Y, \delta, \omega)$ be connected for the initial state $s_{0}$, and $Y_{1} \subseteq Y$ a given set of representing output letters. To test the definiteness of $\bar{T}\left(\mathfrak{M}, s_{0}, Y_{1}\right)$ and to find, in the affirmative case, a definite regular expression for it, we construct a graph $\Gamma\left(\mathfrak{M}, Y_{1}\right)$ as follows.

1. The initial node is $Y_{1}$.
2. For each $x \in X$ introduce a node corresponding to the set $S_{x}$,
and lead a transition from $Y_{1}$ to $S_{x}$ labelled by $x$. Nodes corresponding to equal sets $S_{x}$ are identified, and nodes corresponding to an empty set $S_{x}$ may be omitted.
3. Starting from each nonempty $S_{x}$ the graph $\Gamma\left(\mathfrak{U}_{x}\right)$ is constructed as in $\S 3$ for the finite automaton $\mathfrak{H}_{x}=\left(S, \delta, s_{0}, S_{x}\right)$. If we know that $\mathfrak{M}$ is $Y_{1}$-reduced, then the contractions $\left(S_{n}, \delta_{n}\right)$ are first constructed and the subgraphs $\Gamma\left(\mathfrak{H}_{x}\right)$ can be found by means of them.

Clearly $T\left(\mathfrak{M}, s_{0}, Y_{1}\right)$ is definite iff all languages $T\left(\mathfrak{H}_{x}\right)$ are definite. More accurately - if the languages $T\left(\mathfrak{H}_{x}\right)$ are all definite and at least one of them nonempty, then

$$
\operatorname{deg} T\left(\mathfrak{M}, s_{0}, Y_{1}\right)=\max _{x \in X} T\left(\mathfrak{H}_{x}\right)+1
$$

A definite expression for $T\left(\mathfrak{M}, s_{0}, Y_{1}\right)$ can be found from $\Gamma\left(\mathfrak{M}, Y_{1}\right)$ just as $T(\mathfrak{H})$ was found from $\Gamma(\mathfrak{H})$ in $\S 3$.

## § 6. Compositions of definite transition systems

6.1. We consider now the preservation of definiteness in various compositions of transition systems.

In the following theorem the parallel connection may be understood in any of the current meanings of the word. The serial connection is defined in the following general way (cf. [6]).

Let $A_{1}=\left(S_{1}, \delta_{1}\right)$ and $A_{2}=\left(S_{2}, \delta_{2}\right)$ be transition systems over the alphabets $X_{1}$ and $X_{2}$, respectively, and let $\varphi: S_{1} \times X_{1} \rightarrow X_{2}$ be any mapping. Then the transition system $A_{\varphi}=\left(S_{1} \times S_{2}, \delta\right)$ over the alphabet $X_{1}$ is a serial connection of $A_{1}$ and $A_{2}$, where $\delta$ is defined by the condition

$$
\delta\left(\left(s_{1}, s_{2}\right), x\right)=\left(\delta_{1}\left(s_{1}, x\right), \delta_{2}\left(s_{2}, \varphi\left(s_{1}, x\right)\right)\right),
$$

for any $\left(s_{1}, s_{2}\right) \in S_{1} \times S_{2}$ and $x \in X_{1}$.
Theorem 17. The parallel connection $A$ of any definite transition systems $A_{1}, \ldots, A_{n}$ is definite, and

$$
\operatorname{deg} A=\max \left\{\operatorname{deg} A_{1}, \ldots, \operatorname{deg} A_{n}\right\}
$$

Let $A_{1}=\left(S_{1}, \delta_{1}\right)$ and $A_{2}=\left(S_{2}, \delta_{2}\right)$ be definite transition systems over the alphabets $X_{1}$ and $X_{2}$, respectively. Their series connection $A_{\text {q }}$ is definite and

$$
\operatorname{deg} A_{\varphi} \leq \operatorname{deg} A_{1}+\operatorname{deg} A_{2}
$$

for any mapping $\varphi: S_{1} \times X_{1} \rightarrow X_{2}$.
Proof. The first part of the theorem is obvious. We prove the second proposition.

The mapping $\varphi$ can be extended to a mapping $\varphi: S_{1} \times X_{1}^{*} \rightarrow X_{2}^{*}$ putting for any $s \in S_{1} \varphi(s, \lambda)=\lambda$ and

$$
\varphi(s, p)=\varphi\left(s, x_{1}\right) \varphi\left(s x_{1}, x_{2}\right) \ldots \varphi\left(s x_{1} \ldots x_{n-1}, x_{n}\right)
$$

for any word $p=x_{1} x_{2} \ldots x_{n}(n \geq 1)$. Then for any $\left(s_{1}, s_{2}\right) \in S_{1} \times S_{2}$ and $p \in X_{1}^{*}$

$$
\delta\left(\left(s_{1}, s_{2}\right), p\right)=\left(\delta_{1}\left(s_{1}, p\right), \delta_{2}\left(s_{2}, \varphi\left(s_{1}, p\right)\right)\right)
$$

Let $\left(s_{1}, s_{2}\right)$ and $\left(s_{1}^{\prime}, s_{2}^{\prime}\right)$ be arbitrary states of $A_{\infty}$ and $p=p_{1} p_{2}$ any word of length $k_{1}+k_{2}$, where $L\left(p_{1}\right)=k_{1}=\operatorname{deg} A_{1}$ and $L\left(p_{2}\right)=$ $k_{2}=\operatorname{deg} A_{2}$. Now $\delta_{1}\left(s_{1}, p_{1}\right)=\delta_{1}\left(s_{1}^{\prime}, p_{1}\right)$ because $A_{1}$ was $k_{1}$-definite. Hence

$$
\varphi\left(s_{1}, p\right)=\varphi\left(s_{1}, p_{1}\right) \varphi\left(s_{1} p_{1}, p_{2}\right)
$$

and

$$
\varphi\left(s_{1}^{\prime}, p\right)=\varphi\left(s_{1}^{\prime}, p_{1}\right) \varphi\left(s_{1}^{\prime} p_{1}, p_{2}\right)
$$

have a common $k_{2}$-suffix, and thence

$$
\delta_{2}\left(s_{2}, \varphi\left(s_{1}, p\right)\right)=\delta_{2}\left(s_{2}^{\prime}, \varphi\left(s_{1}^{\prime}, p\right)\right)
$$

Thus we get

$$
\begin{aligned}
\delta\left(\left(s_{1}, s_{2}\right), p\right) & =\left(\delta_{1}\left(s_{1}, p\right), \delta_{2}\left(s_{2}, \psi\left(s_{1}, p\right)\right)\right) \\
& =\left(\delta_{1}\left(s_{1}^{\prime}, p\right), \delta_{2}\left(s_{2}^{\prime}, \psi\left(s_{1}^{\prime}, p\right)\right)\right) \\
& =\delta\left(\left(s_{1}^{\prime}, s_{2}^{\prime}\right), p\right)
\end{aligned}
$$

Hence $A_{\varphi}$ is weakly ( $k_{1}+k_{2}$ )-definite. The actual degree of $A_{\varphi}$ depends on $\varphi$.

Corollary 17.1. Any series-parallel connection of definite transition systems is definite.

Corollary 17.2. A language representable in a series-parallel connection of finite automata or sequential machines with definite transition systems is definite.

Of course, definiteness is not retained in general in a feedback connection of definite transition systems.

## CHAPTER II

## NONINITIAL AUTOMATA

## § 7. Representability in noninitial finite automata

7.1. A noninitial automaton over the alphabet $X$ is an ordered triple $(S, \delta, F)$, where $(S, \delta)$ is a transition system and $F \subseteq S$ a set of final states. The noninitial automata considered here are always finite, i.e. $S$ is a finite set.

Consider the following straightforward extension of the concept of representation from finite automata to noninitial automata; The language $U$ is represented in $\mathfrak{H}=(S, \delta, F)$ iff $p \in U$ implies $\delta(s, p) \in F$ for any $s \in S$, and $p \in U$ implies $\delta(s, p) \notin F$, for any $s \in S$. It is easy to see that then only the languages $\varnothing$ and $X^{*}$ are representable in a noninitial automaton. This was noted by Starke [19] and he introduced a weaker type of representation for noninitial automata. Our definition differs from that of Starke in that the restriction is imposed only on the mode of representation and not on the words of the language represented,

Definition 6. The noninitial automaton $\mathfrak{A}=(S, \delta, F) \quad k$-represents ( $k$ a non-negative integer) a language $U$ iff, for any word $p$ satisfying the condition $L(p) \geq k$,
(i) $\delta(s, p) \in F$, for all states $s \in S$, if $p \in U$, and
(ii) $\delta(s, p) \notin F$, for all states $s \in S$, if $p \notin U$.

Hence the noninitial automaton is required to decide only about words possessing a given minimum length $k$ whether or not they belong to $U$.

The following results formulated in our terminology can be derived from [19].

A language $k$-represented in a noninitial automaton is weakly $k$-definite, and for any weakly $k$-definite language (in [19] of type $X^{*} R, R \subseteq X^{k}$ ) a noninitial automaton representing it can be found.
7.2. Obviously the conditions for $k$-representation are still so strict that it may happen that a given noninitial automaton does not $k$-represent any language for any $k$. We consider the analysis problem of deciding whether a noninitial automaton $k$-represents some language for some $k$ and finding the languages $k$-represented.

Theorem 18. The noninitial automaton $\mathfrak{A}=(S, \delta, F) \quad k$-represents ( $k \geq 0$ ) some language if and only if
(a) all languages $T_{i}=T\left(\mathfrak{A}_{i}\right)$, where $\mathfrak{H}_{i}=\left(S, \delta, s_{i}, F\right)$ and $s_{i} \in S$, are weakly $k$-definite and almost equal.

If (a) is satisfied, then $\mathfrak{H} k$-represents a language $T$ if and only if $T$ is weakly $k$-definite and almost equal to the languages $T_{i}$.

Proof. Suppose that the language $T$ is $k$-represented in $\mathfrak{H}$. Consider any state $s_{i} \in S$ and let $p$ be an arbitrary word with $L(p) \geq k$. Write $p=q r$, where $r=p \mid k$. If $p \in T_{i}$, then $s_{i} p \in F$ and hence $p \in T$. Furthermore $\left(s_{i} q\right) r \in F$ implies that $r \in T$, and hence $s_{i} r \in F$, which implies $r \in T_{i}$. Similarly we see that $r \in T_{i}$ implies $r \in T$. Hence especially $\left(s_{i} q\right) r=s_{i} p \in F$, and so $p \in T_{i}$ and $p \in T$. Therefore $T_{i}$ is weakly $k$-definite and any of its words of length $k$ or more belongs to $T$.

On the other hand, if $p \in T$ and $L(p) \geq k$, then $s_{i} p \in F$ and thus $p \in T_{i}$. Hence $T$ and $T_{i}$ are almost equal, for they can differ only by words of length less than $k$. From this we can conclude that $T$ is weakly $k$-definite, and that all languages $T_{i}$ are almost equal.

Conversely, assume that the languages $T_{i}$ are weakly $k$-definite and almost equal. Then they have $k$-forms $T_{i}=Q_{i}+X * R$, where $R \subseteq X^{k}$ is the same set for every $i$. Let $T$ be any weakly $k$-definite language almost equal to the languages $T_{i}$. Then $T$ has the $k$-form $Q+X * R$. Hence for any state $s_{i}$ and any word $p$ satisfying $L(p) \geq k$ :

$$
s_{i} p \in F \text { iff } p \in T_{i} \text { iff } p \in X^{*} R \text { iff } p \in T
$$

Thus $T$ is $k$-represented.
Consider now the state vectors $t_{p}$ used in Section 3.2. Either by Theorem 18 or directly from definitions we get

Corollary 18.1. The noninitial automaton $\mathfrak{A} k$-represents some language if and only if the vector $t_{p}$ is either purely positive or purely negative,
for any word $p$ of length $k$. If this condition is satisfied, then $\mathfrak{A} k$ represents the weakly $k$-definite languages almost equal to $X^{*} R$, where $R=\left\{p \in X^{k} \mid t_{p}\right.$ purely positive $\}$.

Hence the analysis of a noninitial automaton can be accomplished by Method I described in Section 3.2. Note that the transition system of $\mathfrak{U}$ need now not be connected for any initial state.

If $\mathfrak{A}$ is connected for some initial state - say $s_{0}$, then for any state $s_{i}$ there exists a word $p$ such, that $s_{0} p=s_{i}$. Hence $T_{i}=\partial_{p} T_{0}$ is by Lemma 2 weakly $k$-definite and almost equal to $T_{0}$ whenever $T_{0}$ is weakly $k$-definite. Thus we get

Corollary 18.2. If the noninitial automaton $\mathfrak{A}$ is connected for some initial state $s_{0}$, then $\mathfrak{A} k$-represents some language if and only if the corresponding initial automaton $\mathfrak{U}_{0}$ is weakly $k$-definite. If this condition is satisfied, then the $k$-represented languages are the weakly $k$-definite languages almost equal to $T\left(\mathfrak{H}_{0}\right)$.

Thus we get an alternative method for analyzing a noninitial automaton. The automaton is divided into connected subautomata, which are then tested for definiteness and analyzed by any method. If the subautomata are all definite, then the languages represented are finally compared with respect to almost equality.

## § 8. Synthesis of noninitial automata by partitions

8.1. Let $A=(S, \delta)$ be a finite transition system and $k$ a non-negative integer. We say that the language $U$ is $k$-representable in $A$ iff there exists a set $F \subseteq S$ such that $U$ is $k$-represented in the noninitial automaton $\mathfrak{H}=(S, \delta, F)$.

Theorem 19. The languages of a given family are all $k$-representable in the same transition system if and only if the languages are all weakly $k$-definite.

Proof. The necessity of the condition follows from Theorem 18. Let $U_{1}, U_{2}, \ldots, U_{n}$ be some weakly $k$-definite languages. They are all $k$ representable in the transition system $A=\left(X^{k}, \delta\right)$, where

$$
\delta(p, x)=p x \mid k
$$

for any $p \in X^{k}$ and $x \in X$. The language $U_{i}(i=1, \ldots, n)$ is $k$ represented by the set $F_{i}=\left\{p \in X^{k} \mid p \in U_{i}\right\}$ of final states.

The transition system $\mathfrak{H}$ has in general unnecessarily many states. In what follows we shall develop a method for finding the minimal solution of the synthesis problem. The method is based on a modification of the concept of automaton partition.

In this connection we note that the minimal automaton of an equivalence class (under almost equality) considered in [15] gives the minimal transition system for one definite language.

## 8.2.

Definition 7. Let $k$ be a non-negative integer. We call a partition $I I$ on $X^{k}$ an automaton $k$-partition iff, for each class $\Pi_{\alpha} \in \Pi$ and each letter $x \in X$, there exists a class $\Pi_{\beta} \in \Pi$ such that

$$
\Pi_{\alpha} x \subseteq X \cdot \Pi_{\beta}
$$

The proof of the following lemma is straightforward.

Lemma 11. The infimum $\Pi^{1} \cdot \Pi^{2}$ and supremum $\Pi^{1}+\Pi^{2}$ of two automaton $k$-partitions $\Pi^{1}$ and $\Pi^{2}$ are automaton $k$-partitions.

Let $C$ be a family of partitions on $X^{k}$. We call the automaton $k$ partition $I I$ a maximal automaton $k$-refinement of $C$ iff
(1) $\Pi$ refines every partition in $C$, and
(2) $\Pi$ is not a proper refinement of any automaton $k$-partition which refines every partition in $C$.

Theorem 20. Every family of partitions on $X^{k}(k \geq 0)$ has a unique maximal automaton $k$-refinement.

Proof. There exist only a finite number of partitions on $X^{k}$ and the trivial partition $0=\left\{\{p\} \mid p \in X^{k}\right\}$ on $X^{k}$ is an automaton $k$-partition refining any partition on $X^{k}$. Thus a maximal automaton $k$-refinement of any given family $C$ exists. Suppose that $\Pi^{1}$ and $\Pi^{2}$ are both maximal automaton $k$-refinements of $C$. Then also $\Pi^{1}+\Pi^{2}$ refines every partition in $C$, and furthermore $\Pi^{1}+\Pi^{2}$ is by Lemma 11 an automaton $k$-partition. Thus $\Pi^{1}+\Pi^{2}=\Pi^{1}=\Pi^{2}$, because $\Pi^{1} \leq \Pi^{1}+\Pi^{2}$ and $\Pi^{2} \leq \Pi^{1}+\Pi^{2}$.
8.3. Let $K=\left\{U_{1}, U_{2}, \ldots, U_{n}\right\}(n \geq 1)$ be a family of weakly $k$ definite languages given in their $k$-forms $U_{i}=Q_{i}+X^{*} R_{i}, i=1$, $\ldots, n$. Every language $U_{i}$ defines a partition $\psi^{i}=\left\{R_{i}, X^{k}-R_{i}\right\}$ on $X^{k}$.

Each automaton $k$-partition $\dot{\Pi}$ defines a unique transition system

$$
A(\Pi)=(\Pi, \delta)
$$

where, for any $\Pi_{\alpha}, \Pi_{\beta} \in \Pi$ and $x \in X$,

$$
\delta\left(\Pi_{\alpha}, x\right)=\Pi_{\beta} \text { iff } \Pi_{\alpha} x \subseteq X \cdot \Pi_{\beta}
$$

Clearly, for any $p \in X^{*} X^{k}$ and any states $\Pi_{\alpha}, \Pi_{\beta} \in \Pi$,

$$
\delta\left(\Pi_{\alpha}, p\right)=\Pi_{\beta} \text { iff } p \mid k \in \Pi_{\beta}
$$

Hence a weakly $k$-definite language $U=Q+X^{*} R, L(Q)<k$ and $R \subseteq X^{k}$, is $k$-representable in $A(\Pi)$ if and only if $R$ is the union of some classes in $\Pi$.

Thus the languages of $K$ are all $k$-representable in the transition system defined by the maximal automaton $k$-refinement of the family $C=\left\{\psi^{1}, \psi^{2}, \ldots, \psi^{n}\right\}$. This can be found by the following modification of the method of Letitsevski (cf. 4.3.).

First put $\Pi^{0}=\psi^{1} \cdot \psi^{2} \cdot \ldots \cdot \psi^{n}$. Suppose that the partition $\Pi^{i}$ $(i=0,1, \ldots)$ has been found. Then $\Pi^{i+1}$ is defined as the maximal refinement of $\Pi^{i}$ such that, for each $\Pi_{\alpha}^{i+1} \in \Pi^{i+1}$ and each $x \in X$, there exists a class $\Pi_{\beta}^{i} \in \Pi^{i}$ satisfying the condition $\Pi_{\alpha}^{i+1} x \subseteq X \Pi_{\beta}^{i}$.

Similarly as in the proof of Theorem 13 it is seen that $\Pi^{k-1}$ (for $k>0$ ) gives the wanted refinement.

The maximal automaton $k$-refinement can be found by a similar tabular method as that presented in 4.4. The table is now written only for words of length $k$, and the index of the word $p$ in the column of $x$ is the index of $p x \mid k$.

Example 5. We construct a transition system in which the 3 -definite languages $U_{1}=X^{*}(x y x+y x x+y y x)$ and $U_{2}=X^{*}(x x x+y x x+y x y)$ can be 3 -represented. The construction is given in Table 6 and the resulting transition system in Figure 2. $U_{1}$ is 3 -represented by the set $\{c, d\}$ and $U_{2}$ by the set $\{a, d, e\}$.

We now show that the described method gives the minimal solution. This follows from

## Table 6.

|  | $U_{\mathbf{1}} U_{\mathbf{2}} \quad x y \quad x y$ |  |
| :--- | :--- | :--- |
|  |  |  |
| $x x x$ | 0 | $\mathbf{1}=110=a a b$ |
| $x x y$ | 0 | $0=020=b c b$ |
| $x y x$ | 1 | $0=231=c d e$ |
| $x y y$ | 0 | $0=020=b c b$ |
| $y x x$ | 1 | $1=310=d a b$ |
| $y x y$ | 0 | $1=120=e c b$ |
| $y y x$ | 1 | $0=231=c d e$ |
| $y y y$ | 0 | $0=020=b c b$ |



Theorem 21. Let $K=\left\{U_{i}=Q_{i}+X^{*} R_{i} \mid i=1, \ldots, n\right\} \quad$ be $\quad$ a family of weakly $k$-definite languages in their $k$-forms, $C$ the family of the partitions $\psi^{i}=\left\{R_{i}, X^{k}-R_{i}\right\} \quad(i=1, \ldots, n)$, and $\Pi$ the maximal automaton $k$-refinement of $C$. Then $A(\Pi)$ is the minimal transition system in which the languages of $K$ are all $k$-representable.

Proof. Let $A^{\prime}=\left(S^{\prime}, \delta^{\prime}\right)$ be a transition system in which the languages of $K$ are all $k$-representable. Because any subsystem of $A^{\prime} k$-represents the same languages as $A^{\prime}$, we may suppose that $A^{\prime}$ is strongly connected.

Assume that there exist two states $s_{1}$ and $s_{2}$ in $S^{\prime}$ such that for some word $p \in X^{k}$

$$
s_{1}^{\prime}=\delta^{\prime}\left(s_{1}, p\right) \neq \delta^{\prime}\left(s_{2}, p\right)=s_{2}^{\prime}
$$

Clearly the languages of $K$ are $k$-representable in the transition system obtained from $A^{\prime}$ by removing $s_{2}^{\prime}$ and replacing the occurrences of it in the transition table by $s_{1}^{\prime}$. Hence if $A^{\prime}$ is minimal it must be weakly $k$-definite. Then $A^{\prime}$ defines a partition

$$
\Pi^{\prime}=\left\{\Pi_{s}^{\prime} \mid s \in S^{\prime}\right\}
$$

on $X^{k}$, where for each $s \in S^{\prime}$,

$$
\Pi_{s}^{\prime}=\left\{p \in X^{k} \mid \delta^{\prime}\left(s^{\prime}, p\right)=s \text { for any } s^{\prime} \in S\right\}
$$

This partition refines every partition $\psi^{i}, i=1, \ldots, n$. Let $\Pi_{s}^{\prime}$ be any class in $\Pi^{\prime}$ and $x$ any letter. Then $\Pi_{s}^{\prime} x \subseteq X \cdot \Pi_{s^{\prime}}$, where $s^{\prime}=$ $\delta^{\prime}(s, x)$. Thus $\Pi^{\prime}$ is an automaton $k$-partition. Hence $I I^{\prime} \leq \Pi$ and so $\left|S^{\prime}\right|=\left|\Pi^{\prime}\right| \geq|\Pi|$. Furthermore we can map $A^{\prime}$ homomorphically on $A(\Pi)$ by mapping each state $s \in S^{\prime}$ to the class $\Pi_{\alpha} \in \Pi$ for which $\Pi_{s}^{\prime} \subseteq \Pi_{\alpha}$. Hence the minimal transition system is uniquely determined up to isomorphism.

## CHAPTER III

## MULTIDEFINITE AUTOMATA

## § 9. Reverse definite automata

9.1. Before defining the multidefinite automata we discuss a special case known as reverse definite automata (cf. [1]). We shall define and treat them in a way similar to that adopted above in the discussion of definite automata.

A word $p_{1}$ is called the $k$-prefix of the word $p$, denoted by $k p$, iff $p=p_{1} p_{2}$ and $L\left(p_{1}\right)=k$.

A language $U$ is termed weakly reverse (w.r.) $k$-definite $(k \geq 0)$ iff, for any word $p$ satisfying $L(p) \geq k, \quad p \in U$ exactly in case $k \mid p \in U$.

The notions of reverse (r.) $k$-definite and reverse definite languages, and the degree are derived from this in analogy with Definition 1.

Clearly, a language is w.r. $k$-definite iff its reverse is weakly $k$-definite.
Every w.r. $k$-definite language $U$ has a unique representation we call it the $k$-form -

$$
U=Q+R X^{*}
$$

where $L(Q)<k, R \subseteq X^{k}$ and the words in $Q$ and $R$ are ordered as in the $k$-form of a definite language.
9.2. A transition system ( $S, \delta$ ) is weakly reverse (w.r.) $k$-definite $(k \geq 0)$ iff, for any state $s$ in $S$, words $p$ and $q, \delta(s, p)=\delta(s, p q)$, whenever $L(p)=k$. Reverse (r.) $k$-definiteness, reverse definiteness and the degree are again introduced as in Definition 1.

This definition is equivalent to that given by Ginzburg [4], but completed by the degree.

We now present a method for testing the reverse $k$-definiteness of a transition system from its transition table.

Definiton 8. A state $s$ of a transition system $(S, \delta)$ is 0 -absorbed iff, for any letter $x, \delta(s, x)=s$. A state $s$ is $(i+1)$-absorbed ( $i=$ $0,1, \ldots)$ iff, for any letter $x, \delta(s, x)$ is $i$-absorbed.

It is to be noted that an $n$-absorbed state is $n^{\prime}$-absorbed for any $n^{\prime}>n$.

Lemma 12. A transition system is w.r. $k$-definite if and only if all of its states are $k$-absorbed.

Proof. Let $(S, \delta)$ be a w.r. $k$-definite transition system and $s \in S$ arbitrary. If $k=0$, then $s x=s \lambda=s$ for any $x$, and thus $s$ is $0-$ absorbed. Suppose that $k>0$ and let $p=x_{1} x_{2} \ldots x_{k}$ be any word of length $k$. Now $(s p) x=s p$, for any $x$, implies that $s p$ is a 0 -absorbed state. Because this holds for any $x_{k}$, we can conclude that $\delta(s,(k-1) \mid p)$ is 1 -absorbed. In general, we see that, for any $0 \leq i \leq k, \delta(s,(k-i) \mid p)$ is $i$-absorbed, and especially for $i=k$, that $s$ is $k$-absorbed.

On the other hand, if all states are $k$-absorbed, then $s p$ is 0 -absorbed for any state $s$ and $p \in X^{k}$. Hence $s p q=s p$, for any word $q$.

We call a state $s$ of ( $S, \delta$ ) quasi-absorbing iff there exist letters $x$ and $y$ such that $\delta(s, x)=s$, but $\delta(s, y) \neq s$. Clearly, a quasi-absorbing state cannot be $n$-absorbed for any $n$.

Definition 9. The nth reduction $\left(S^{n}, \delta^{n}\right)$ of a transition system $(S, \delta)$ is defined recursively as follows.

1. The 0th reduction is $(S, \delta)$.
2. Suppose that the $i$ th reduction $\left(S^{i}, \delta^{i}\right)(i=0,1, \ldots)$ is given. All 0 -absorbed states in it, except those quasi-absorbing in $(S, \delta)$, are removed. The remaining states constitute $S^{i+1}$. For any $s \in S^{i+1}$ and letter $x$, we put

$$
\delta^{i+1}(s, x)=\left\{\begin{array}{c}
\delta^{i}(s, x), \text { if } \delta^{i}(s, x) \in S^{i+1} \\
s \text { otherwise }
\end{array}\right.
$$

Lemma 13. Let $(S, \delta)$ be a transition system. For any $n=0,1, \ldots$
(a) $S^{n+1} \subseteq S^{n}$,
(b) if $S^{n+1}=S^{n}$, then $\left(S^{n+i}, \delta^{n+i}\right)=\left(S^{n}, \delta^{n}\right)$, for any $i=1,2, \ldots$, and
(c) if $(S, \delta)$ is connected, for some initial state, then also $\left(S^{n}, \delta^{n}\right)$ is connected or $S^{n}=\varnothing$.

These properties follow easily from Definition 9.
Lemma 14. A state of $(S, \delta)$ is a state of $\left(S^{n+1}, \delta^{n+1}\right), n=0,1, \ldots$, if and only if it is not $n$-absorbed in ( $S, \delta$ ).

Proof. The statement is true for $n=0$. We suppose that it is true for some $n=i, \quad i=0,1 \ldots$

If $s \in S^{i+1}$ is $(i+1)$-absorbed in $(S, \delta)$, then, for any $x, \delta(s, x)$
is $i$-absorbed and hence $\delta(s, x) \notin S^{i+1}$ by the induction hypothesis. Clearly, $\delta^{i}(s, x) \notin S^{i+1}$ or $\delta^{i}(s, x)=s$. In any case, $\delta^{i+1}(s, x)=s$. Because $s$ cannot be quasi-absorbing in ( $S, \delta$ ), this implies that $s \notin S^{i+2}$.

Suppose that $s \notin S^{i+2}$. If $s \in S^{i+1}$, then $s$ is 0 -absorbed in $\left(S^{i \div 1}, \delta^{i+1}\right)$ and not quasi-absorbing in $(S, \delta)$. Hence $\delta^{i}(s, x) \notin S^{i+1}$ or $\delta^{i}(s, x)=s$, for any $x$, and if $\delta^{i}(s, x)=s$, then $\delta(s, x) \notin S^{i}$. In any case, $\delta(s, x) \notin S^{i+1}$ and $\delta(s, x)$ is by the induction hypothesis $i$-absorbed. Hence $s$ is $(i+1)$-absorbed. The case $s \notin S^{i+1}$ is trivial.

Combining Lemmas 12, 13 and 14 we obtain the following criterion for reverse definiteness (for another criterion cf. [4]).

Theorem 22. A transition system $(S, \delta)$ is reverse $k$-definite if and only if

$$
S=S^{0} \supset S^{1} \supset \ldots \supset S^{k} \supset S^{k+1}=\emptyset
$$

Especially we note that a transition system having a quasi-absorbing state cannot be reverse definite. Further we get immediately the

Corollary 22.1. If the transition system $(S, \delta)$ is reverse $k$-definite, then $\quad S \geq k+1$.
9.3. The notion of reverse definite automaton is introduced in the natural way. As shown by Ginzburg [4], a reduced w.r. $k$-definite automaton has a w.r. $k$-definite transition system. This fact can easily be established by means of derivatives. Let $U=Q+R X^{*}$ be a w.r. $k$-definite language in its $k$-form. Then for any $p \in X^{k}$

$$
\partial_{p} U=\left\{\begin{array}{l}
O, \text { if } p \notin R \\
X^{*}, \text { if } p \in R
\end{array}\right.
$$

In any case $\partial_{p q} U=\partial_{p} U$, for any word $q$.
Thus Theorem 22 provides an efficient method for testing reverse definiteness of an automaton, for obviously any language representable in a w.r. $k$-definite transition system is w.r. $k$-definite. Another criterion using the graph of the automaton was given by Brzozowski [1].

It is easy to develop an analysis method for reverse definite automata similar to Method II in § 3 .

Suppose $\mathfrak{A}=\left(S, \delta, s_{0}, F\right)$ is reduced and reverse $k$-definite. For any state $s \in F$ a graph $\Gamma_{s}(\mathfrak{H})$ is constructed as follows.

1. The initial node $s$ is the only node of order 0 .
2. Given a node $s^{\prime}$ of order $i(i=0,1, \ldots)$, a node $s^{\prime \prime}$ of order $i+1$ is introduced for any letter $x$ and $s^{\prime \prime} \neq s^{\prime}$ such that $\delta^{i}\left(s^{\prime \prime}, x\right)=s^{\prime}$.

A transition labelled by $x$ is led from $s^{\prime}$ to $s^{\prime \prime}$. Nodes corresponding to the same state of $\mathfrak{H}$ may be identified.

Clearly $\Gamma_{s}(\mathfrak{H})$ is a directed tree whose terminal nodes correspond to $s_{0}$. If $s^{\prime} \in F$ occurs as a node of $\Gamma_{s}(\mathfrak{H})$, then $\Gamma_{s^{\prime}}(\mathfrak{H})$ is a subgraph of $\Gamma_{s}(\mathfrak{A})$ and need not be constructed separately. A regular expression $T(\mathfrak{U})=Q+R X^{*}$, where $Q$ and $R$ are finite, is obtained from these graphs as follows. To $R$ we take the reverse of any word leading to a node $s_{0}$ from $s$ in $\Gamma_{s}(\mathfrak{H})$, where $s$ is the 0 -absorbed state in $F$. All words obtained in the same way from the other graphs constitute $Q$.

Example 6. Consider the automaton $\mathfrak{A}$ given by Table 7, where $s_{0}=$ 1 and $F=\{a, b\}$. The reductions are also shown in this table. Note that there are no quasi-absorbing states in $(S, \delta)$.

Table 7.

| $\delta$ | $\mathbf{1}$ | 2 | 3 | 4 | 5 | $a$ | $b$ | $0-$ abs. states |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $x$ |  |  |  |  |  |  |  |  |
| $y$ | 2 | 4 | 3 | 3 | $b$ | 3 | $b$ | $3, b$ |
| $\delta^{1}$ | 2 | 5 | 3 | $b$ | $b$ | 4 | $b$ |  |
| $x$ | $a$ | 4 |  | 4 | 5 | $a$ | 4,5 |  |
| $y$ | 2 | 5 |  | 4 | 5 | 4 |  |  |
| $\delta^{2}$ |  |  |  |  |  |  |  |  |
| $x$ | $a$ | 2 |  |  |  | $a$ | $2, a$ |  |
| $y$ | 2 | 2 |  |  |  | $a$ |  |  |
| $\delta^{3}$ |  |  |  |  |  |  |  |  |
| $x$ | 1 |  |  |  |  |  | 1 |  |
| $y$ | I |  |  |  |  |  |  |  |



Figure 3.

The automaton is reverse 3 -definite because $S^{4}=\varnothing$. The graph $\Gamma_{b}(\mathfrak{U})$ is shown in Fig. 3. We note that $\Gamma_{a}(\mathfrak{H})$ is a subgraph of it. From $\Gamma_{b}(\mathfrak{H})$ we obtain

$$
R=x y y+y x y+y y x+y y y
$$

and from $\quad \Gamma_{a}(\mathfrak{H}) \quad Q=x$.

## § 10. Multidefinite languages

10.1. Let $p_{1}, p_{2}, \ldots, p_{n}(n \geq 2)$ and $p$ be some words. We call $\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ a $\left(k_{1}, k_{2}, \ldots, k_{n}\right)$-subword sequence of $p$ iff $L\left(p_{i}\right)=$ $k_{i}$, for each $i=1, \ldots, n$, and there exist words $q_{1}, \ldots, q_{n-1}$ such that $p=p_{1} q_{1} p_{2} \ldots p_{n-1} q_{n-1} p_{n}$.

Definition 10. A language $U$ is weakly (w.) $\left(k_{1}, k_{2}, \ldots, k_{n}\right)$-definite $\left(n \geq 2 ; k_{i} \geq 0, \quad i=1, \ldots, n\right)$ iff, for any word $p$ satisfying $L(p) \geq$ $k_{1}+\ldots+k_{n}, \quad p \in U$ exactly in case there exists a $\left(k_{1}, \ldots, k_{n}\right)-$ subword sequence $\left(p_{1}, \ldots, p_{n}\right)$ of $p$ such that $p_{1} p_{2} \ldots p_{n} \in U$.

A language is multidefinite iff it is $w .\left(k_{1}, \ldots, k_{n}\right)$-definite, for some $n \geq \geq$ and $k_{1}, \ldots, k_{n} \geq 0$.

This concept generalizes both definite and reverse definite languages. A language is weakly $k$-definite iff it is $w .(0, k)$-definite, and w.r. $k$ definite iff it is $w .(k, 0)$-definite. The following lemma is easily established.

Lemma 15. A language $U$ is $w .\left(k_{1}, \ldots, k_{n}\right)$-definite if and only if it can be expressed in the form

$$
\begin{equation*}
U=Q+\bigcup_{i=1}^{m} p_{i 1} X^{*} p_{i 2} X^{*} \ldots X^{*} p_{i n} \tag{10.1}
\end{equation*}
$$

where $m \geq 0, L\left(p_{i j}\right)=k_{j}$ for any $i=1, \ldots, m$ and $j=1, \ldots, n$, and $L(Q)<k_{1}+\ldots+k_{n}$.

We call (10.1) the $\left(k_{1}, \ldots, k_{n}\right)$-form of $U$, when the words in $Q$ are ordered according to increasing length and words of equal length alphabetically, and the terms in the sum in alphabetical order of $p_{i 1} p_{i 2}$ $\ldots p_{i n}$. Clearly the $\left(k_{1}, \ldots, k_{n}\right)$-form is then unique.

Lemma 16. If $U$ is $w .\left(k_{1}, \ldots, k_{n}\right)$-definite, then it is $w .\left(h_{1}, \ldots h_{l}\right)$ definite for any numbers $h_{1}, \ldots, h_{l} \geq 0$ and $l$ satisfying the conditions:
(1) $l \geq n$, and
(2) there exists a sequence $1=i_{1}<i_{2}<\ldots<i_{n}=l$ such that $k_{1} \leq h_{i_{1}}, k_{2} \leq h_{i_{2}}, \ldots, k_{n} \leq h_{i_{n}}$.

Proof. Let $U$ be a $w .\left(k_{1}, \ldots, k_{n}\right)$-definite language of the form (10.1.), and $h_{1}, \ldots, h_{l}$ a set of numbers satisfying the conditions of Lemma 16. Each language $p_{i 1} X^{*} p_{i 2} \ldots X^{*} p_{i n}$ can be written in the form

$$
\begin{equation*}
Q_{i}+R_{i 1} X * R_{i 2} \ldots X^{*} R_{i l}, \tag{10.2}
\end{equation*}
$$

where for each $c=1, \ldots, l$,

$$
R_{i c}=\left\{\begin{array}{l}
p_{i j} X^{h_{c}-k_{j}}, \text { if } c=i_{j}, \\
X^{h_{c}}, \text { if } c \neq i_{1}, i_{2} \ldots, i_{n},
\end{array}\right.
$$

and $L\left(Q_{i}\right)<h_{1}+\ldots+h_{l}$. The languages (10.2) can further be written in the form

$$
\begin{equation*}
Q_{i}+\cup r_{i 1} X^{*} r_{i 2} X^{*} \ldots X^{*} r_{i l} \tag{10.3}
\end{equation*}
$$

where the sum ranges over all sequences $\left(r_{i 1}, r_{i 2}, \ldots, r_{i l}\right) \in R_{i 1} \times R_{i 2} \times \ldots \times R_{i l}$. The languages (10.3), and thus their sum and $U$, are $w \cdot\left(h_{1}, \ldots, h_{l}\right)$ definite by Lemma 15.

Lemma 17. The union of two $w \cdot\left(k_{1}, \ldots, k_{n}\right)$-definite languages is $w$. $\left(\mathrm{k}_{1}, \ldots, k_{n}\right)$-definite, and the union of two multidefinite languages is multidefinite.

Proof. The first proposition follows directly from Lemma 15. Let $U_{1}$ be a $w .\left(k_{1}, \ldots, k_{n}\right)$-definite, and $U_{2}$ a $w .\left(k_{1}^{\prime}, \ldots, k_{l}^{\prime}\right)$-definite language. Because a $w . \quad\left(k_{1}, \ldots, k_{n}\right)$-definite language is always $\left(k_{1}, 0, k_{2}, \ldots, k_{n}\right)$-definite, we may suppose that $l=n$. Then $U_{1}$ and $U_{2}$ are by Lemma 16 both $w .\left(k_{1}^{\prime \prime}, \ldots, k_{n}^{\prime \prime}\right)$-definite, if we choose $k_{i}^{\prime \prime}=\max \left\{k_{i}, k_{i}^{\prime}\right\}, \mathrm{i}=1, \ldots, n$. Hence their sum is also $w .\left(k_{1}^{\prime \prime}, \ldots, k_{n}^{\prime \prime}\right)$ definite.

From Lemmas 15 and 17 the following characterisation of multidefinite languages is easily obtained.

Theorem 23. A language $U$ is multidefinite if and only if it can be expressed in the form

$$
\begin{equation*}
U=Q+\bigcup_{i=1}^{m} R_{i 1} X^{*} R_{i 2} X^{*} \ldots X * R_{i n_{i}} \tag{10.4}
\end{equation*}
$$

where $m \geq 0$, and the languages $Q$ and $R_{i j}$ are all finite.
10.2. Consider the $w$. (2,1)-definite language $X^{2} X * X$. Writing it in the form $X X * X X * X$ we see that it is $w .(1,1,1)$-definite, in the form $X^{3} X^{*} \lambda w .(3,0)$-definite, and so forth. From this example it is evident that a multidefinite language cannot be termed $\left(k_{1}, \ldots, k_{n}\right)$ -
definite by simply demanding the minimality of the numbers $k_{i}$. One way to obtain uniqueness is presented in the following definition.

Definition 11. A language $U$ is $\left(k_{1}, \ldots, k_{n}\right)$-definite iff it is $w$. $\left(k_{1}, \ldots, k_{n}\right)$-definite, where
(1) $n$ is minimal,
(2) the number of $k_{i}{ }^{\prime} s$ distinct from 0 is minimal,
(3) $k_{1}$ is minimal such that (1) and (2) are valid, and
(4) each $k_{i}, i=2, \ldots, n$, has been chosen minimal after the choice of $k_{1}, \ldots, k_{i-1}$ so that (1) and (2) remain valid.

Theorem 24. Every multidefinite language is $\left(k_{1}, \ldots, k_{n}\right)$-definite for some unique $\left(k_{1}, \ldots, k_{n}\right)$.

The theorem is a direct consequence of Definition 11. We call the $\left(k_{1}, \ldots, k_{n}\right)$-form of a $\left(k_{1}, \ldots, k_{n}\right)$-definite language its canonical expansion. The canonical expansion of a multidefinite language given in the form (10.4) can always be found, but we do not know of any practical algorithm for doing this. We use the canonical expansion to define a measure for the complexity of a multidefinite language.

Denote for any language $V$,

$$
\sigma(V)= \begin{cases}0, & \text { if } \quad V=\varnothing \\ 1, & \text { if } V \neq \varnothing\end{cases}
$$

and for any non-negative integer $k$,

$$
\varrho(k)= \begin{cases}0, & \text { if } k=0 \\ 1, & \text { if } k>0\end{cases}
$$

Definition 12. Let $U$ be a $\left(k_{1}, \ldots, k_{n}\right)$-definite language and (10.1) its canonical expansion. Then we say that $U$ is of rank $\max \left\{\sigma(Q), \varrho\left(k_{1}\right)+\right.$ $\left.\varrho\left(k_{2}\right)+\ldots+\varrho\left(k_{n}\right)\right\}$.

The empty language $\varnothing$ and $X^{*}$ are the only multidefinite languages of rank 0. All other definite languages are multidefinite of rank 1. If $U$ is $k$-definite and $U=Q+X^{*} R$ its $k$-form, then its canonical expansion is

$$
\begin{equation*}
U=Q+\bigcup_{p \in R} \lambda X^{*} p \tag{10.5}
\end{equation*}
$$

Let $U=Q+R X^{*}$ be a reverse $k$-definite language in its $k$-form. Then $n=2$ in the canonical expansion (10.1) of $U$. If $U$ is not definite, too, then its canonical expansion is of the form

$$
U=Q+\bigcup_{p \in R} p X^{*} \lambda
$$

If $U$ is also definite, then its canonical expansion is of the form (10.5). In any case $U$ is multidefinite of rank 1 provided that $k>0$. We note that the minimimality condition (2) in Definition 12 guarantees that a reverse definite language cannot be ( $k_{1}, k_{2}$ )-definite with $k_{1}>0$ and $k_{2}>0$, which would imply that the language is of rank 2 .

Besides the definite and reverse definite languages there exists a third tlass of multidefinite languages of rank 1 . These are the languages of the cype

$$
U=Q+X^{*} R X^{*}
$$

where $Q$ and $R$ are finite, and $Q \neq \emptyset$ or $R \neq \lambda$, i.e. the $w .(0, k, 0)$ definite languages distinct from $\varnothing$ and $X^{*}$.

The generalized definite languages considered by Ginzburg [4] are multidefinite of rank 2 if they do not belong to some of the types mentioned above. A language is generalized definite iff it can be written in the form

$$
U=Q+P_{1} X * R_{1}+\ldots+P_{m} X * R_{m}
$$

where $m \geq 0$, and the languages $Q, P_{i}$ and $R_{i}$ are all finite. It is an immediate consequence of Lemmas 15,16 and 17 that a generalized definite language is $w$. $\left(k_{1}, k_{2}\right)$-definite for some $\left(k_{1}, k_{2}\right)$. Of course, the converse is also true.

## § 11. Multidefinite transition systems

11.1. We now state a definition of multidefinite transition systems in analogy with Definition 10. The concept generalizes both definite and reverse definite transition systems, but it turns out that the correspondence between multidefinite transition systems and multidefinite languages is not complete.

Definition 13. A transition system ( $S, \delta$ ) is weakly (w.) $\left(k_{1}, \ldots, k_{n}\right)$ definite $\left(n \geq 2 ; k_{1}, \ldots, k_{n} \geq 0\right)$ iff, for any state $s \in S$, words $p_{1} \in X^{k_{1}}, \ldots, p_{n} \in X^{k_{n}}$, and $q_{1}, \ldots, q_{n-1} \in X^{*}$,

$$
\delta\left(s, p_{1} q_{1} p_{2} \ldots q_{n-1} p_{n}\right)=\delta\left(s, p_{1} p_{2} \ldots p_{n}\right)
$$

We call $(S, \delta)$ multidefinite iff it is $w .\left(k_{1}, \ldots, k_{n}\right)$-definite, for some $\left(k_{1}, \ldots, k_{n}\right)$.

A transition system is $w . r . k$-definite iff it is $w .(k, 0)$-definite. A weakly $k$-definite transition system is always $w .(0, k)$-definite, and a connected $w$. $(0, k)$-definite system is weakly $k$-definite The correspondence could have been made complete by defining definite transition systems similarly as the reverse definite transition systems.

Lemma 18. A transition system $(S, \delta)$ is $w .\left(k_{1}, \ldots, k_{n}\right)$-definite if and only if, for any $p_{1} \in X^{k_{1}}, \ldots, p_{n} \in X^{k_{n}}, i=1, \ldots, n-1, x \in X$, and $s \in S$,

$$
\begin{equation*}
\delta\left(s, p_{1} \ldots p_{i} x p_{i+1} \cdots p_{n}\right)=\delta\left(s, p_{1} \ldots p_{i} p_{i+1} \ldots p_{n}\right) \tag{11.1}
\end{equation*}
$$

If ( $S, \delta, s_{0}$ ) is connected for some $s_{0} \in S$, then it suffices that (11.1) is satisfied for $s=s_{0}$.

Proof. Clearly the condition is necessary. Suppose now that it is satisfied. Let $p_{1}, \ldots, p_{n} ; q_{1}, \ldots, q_{n-1}$ and $s$ be as in Definition 13. Denote $p=p_{1} q_{1} p_{2} \ldots q_{n-1} p_{n}$. If at least one of the words $q_{i}$ is non-empty, then $L(p)>k_{1}+k_{2}+\ldots+k_{n}$ and $p^{\prime}=\left(k_{1}+\ldots+k_{n}+1\right) \mid p$ has at least one occurrence of some letter due to some word $q_{i}$. A $\left(k_{1}, \ldots, k_{n}\right)$ subword sequence of $p^{\prime}$ can be formed so that one of these occurrences does not belong to any of the subwords of the sequence. Let $p^{\prime \prime}$ be the word obtained from $p^{\prime}$ by removing this letter. Then by assumption $\delta\left(s, p^{\prime}\right)=\delta\left(s, p^{\prime \prime}\right)$. Hence $p^{\prime}$ can be replaced by $p^{\prime \prime}$ in $p$ without altering the state $s p$. The same argument applies to this new word. The removings are repeated until the remaining word is of length $k_{1}+\ldots+k_{n}$. Then all letters due to the words $q_{1}, \ldots, q_{n-1}$ have been removed and the remaining word is $p_{1} p_{2} \ldots p_{n}$. Hence $\delta(s, p)=\delta\left(s, p_{1} p_{2} \ldots p_{n}\right)$.

Assume now that ( $S, \delta, s_{0}$ ) is connected and that (11.1) is always satisfied for $s=s_{0}$. Let $s$ be any state, $p_{1}, \ldots, p_{n}, x$ and $i$ as before, and $q$ a word such that $s_{0} q=s$. Choose any $\left(k_{1}, \ldots, k_{n}\right)$-subword sequence of $r=q p_{1} \ldots p_{i} x p_{i+1} \ldots p_{n}$ so that $x$ does not belong to any of the subwords. As in the first part of the proof, all letters not belonging to the subwords of the sequence can be removed from $r$ without altering $s_{0} r$. If all other letters except $x$ are replaced in their proper places, the final state remains still unaltered. Hence, if we write $p_{1} \ldots p_{i} x p_{i+1} \cdots p_{n}=p$,

$$
\delta(s, p)=\delta\left(s_{0}, r\right)=\delta\left(s_{0}, q p_{1} \ldots p_{i} p_{i+1} \ldots p_{n}\right)=\delta\left(s, p_{1} p_{2} \ldots p_{n}\right)
$$

From the first part of the lemma it follows that $(S, \delta)$ is $w .\left(k_{1}, \ldots, k_{n}\right)$ definite.
11.2. We consider now the effect of the contraction operation on multidefinite transition systems.

Lemma 19. The transition system $(S, \delta)$ is $w .\left(k_{1}, \ldots, k_{n}\right)$-definite, with $k_{n}>0$, if and only if its 1 st contraction $\left(S_{1}, \delta_{1}\right)$ is $w .\left(k_{1}, \ldots\right.$, $\left.k_{n_{-1}}, k_{n}-1\right)$-definite.

If $(S, \delta)$ is $w .\left(k_{1}, \ldots, k_{n-1}, 0\right)$-definite, then $\left(S_{1}, \delta_{1}\right)$ is also $w$. $\left(k_{1}, \ldots, k_{n-1}, 0\right)$-definite .

Proof. Let the transition system $(S, \delta)$ be $w$. $\left(k_{1}, \ldots, k_{n}\right)$-definite and $k_{n}>0$. Consider any words $p_{1} \in X^{k_{1}}, \ldots, p_{n-1} \in X^{k_{n-1}}, p_{n} \in X^{k_{n}-1}$, letter $x$ and state $s$. Given a number $i, 1 \leq i \leq n-1$, we denote

$$
s_{1}=\delta\left(s, p_{1} \ldots p_{i} x p_{i+1} \ldots p_{n}\right)
$$

and

$$
s_{2}=\delta\left(s, p_{1} \ldots p_{i} p_{i+1} \ldots p_{n}\right)
$$

Then, for any letter $y$,

$$
\begin{aligned}
\delta\left(s_{1}, y\right) & =\delta\left(s, p_{1} \ldots p_{i} x p_{i+1} \ldots p_{n} y\right) \\
& =\delta\left(s, p_{1} \ldots p_{i} p_{i+1} \cdots p_{n} y\right) \\
& =\delta\left(s_{2}, y\right)
\end{aligned}
$$

Hence $s_{1} \Omega^{1} s_{2}$, i.e. $C s_{1}=C s_{2}$, and thus

$$
\delta_{1}\left(C s, p_{1} \ldots p_{i} x p_{i+1} \ldots p_{n}\right)=\delta_{2}\left(C s, p_{1} \ldots p_{i} p_{i+1} \ldots p_{n}\right)
$$

Because $C s$ ranges over all states in $S_{1}$, we may conclude by Lemma 18 that $\left(S_{1}, \delta_{1}\right)$ is $w .\left(k_{1}, \ldots k_{n-1}, k_{n}-1\right)$-definite.

Suppose now that $\left(S_{1}, \delta_{1}\right)$ is $w .\left(k_{1}, \ldots, k_{n-1}, k_{n}-1\right)$-definite, with $k_{n}>0$. Let $p_{1}, \ldots, p_{n}, x, i$ and $s$ be as above. Then

$$
\delta_{1}\left(C s, p_{1} \ldots p_{i} x p_{i+1} \ldots p_{n}\right)=\delta_{1}\left(s, p_{1} \ldots p_{i} p_{i+1} \ldots p_{n}\right)
$$

implies that

$$
\delta\left(s, p_{1} \ldots p_{i} x p_{i+1} \ldots p_{n}\right) \Omega^{1} \delta\left(s, p_{1} \ldots p_{i} p_{i+1} \ldots p_{n}\right)
$$

and this further that

$$
\delta\left(s, p_{1} \ldots p_{i} x p_{i+1} \ldots p_{n} y\right)=\delta\left(s, p_{1} \ldots p_{i} p_{i+1} \ldots p_{n} y\right)
$$

for any letter $y$. Hence the result follows again from Lemma 18. The last sentence of the lemma is obvious.

Lemma 20. If $(S, \delta)$ is $w .\left(k_{1}, \ldots, k_{n-1}, 0\right)$-definite, then it is $w . r$. $\left(k_{1}+\ldots+k_{n-1}\right)$-definite.

Proof. Let $s$ be an arbitrary state and $p$ any word of length $k_{1}+\ldots+k_{n-1}$. Then, for any letter $x, \delta(s, p x)=\delta(s, p)$. Hence every state accessible by a word of length $k_{1}+\ldots+k_{n-1}$ from some state is 0 -absorbed. This implies that every state in $S$ is $\left(k_{1}+\ldots+k_{n-1}\right)$ absorbed. Lemma 15 implies now the assertion.

We consider now an arbitrary multidefinite transition system $(S, \delta)$. If it is $w .\left(k_{1}, \ldots, k_{n}\right)$-definite, with $k_{n}>0$, we apply the contraction operator $k_{n}$ times on it. The obtained contraction ( $S_{k}, \delta_{k}$ ) is by Lemma $19 w . \quad\left(k_{1}, \ldots, k_{n-1}, 0\right)$-definite, and hence by Lemma $20 w$. $\left(k_{1}+\ldots+k_{n-1}, 0\right)$-definite. Using now Lemma 19 in the converse direction we obtain the following

Theorem 25. Every multidefinite transition system is weakly $(h, k)$ definite, for some numbers $h$ and $k$.

The $\left(k_{1}, \ldots, k_{n}\right)$-definite transition systems can be defined in a way similar to Definition 11, and then the rank of a $\left(k_{1}, \ldots, k_{n}\right)$-definite system is $\varrho\left(k_{1}\right)+\ldots+\varrho\left(k_{n}\right)$, where $\varrho$ is as in Definition 12. It follows from Theorem 25 that the rank of a transition system cannot exceed 2 .
11.3. The previous results provide also a method for testing the multidefiniteness of a transition system, when we add to them the following lemma. The easy proof of this lemma is omitted.

Lemma 21. If there exist numbers $h$ and $k$ such that $k>0$ and $(S, \delta)$ is $w .(h, k)$-definite, but not $w .(h, k-1)$-definite, then there exist two distinct 1-equivalent states in $S$.

To test the multidefiniteness of a given transition system $(S, \delta)$ we apply on it the contraction operation repeatedly until a contraction ( $S_{k}, \delta_{k}$ ) is obtained which does not allow any further contraction. Then we know by Theorem 25, Lemmas 19 and 21 that ( $S, \delta$ ) is multidefinite if and only if $\left(S_{k}, \delta_{k}\right)$ is reverse definite. This can be tested by the method of reductions given in § 9 . If ( $S_{k}, \delta_{k}$ ) proves to be reverse $h$-definite, then $(S, \delta)$ is $w .(h, k)$-definite.
11.4 We consider now the compositions of multidefinite transition systems. As stated in the following theorem, the closure properties of multidefiniteness are essentially the same as those holding for definiteness.

Theorem 26. Let $A_{i}$ be a $w .\left(h_{i}, k_{i}\right)$-definite transition system, for each $i=1, \ldots, m$. The parallel connection of the systems $A_{1}, \ldots, A_{m}$ is $w .(h, k)$-definite, where $h=\max \left\{h_{1}, \ldots, h_{m}\right\}$ and $k=\max \left\{k_{1}, \ldots, k_{m}\right\}$.

Let $A_{1}=\left(S_{1}, \delta_{1}\right)$ be a $w .\left(h_{1}, k_{1}\right)$-definite transition system over the alphabet $X_{1}$ and $A_{2}=\left(S_{2}, \delta_{2}\right)$ a $w .\left(h_{2}, k_{2}\right)$-definite transition system over the alphabet $X_{2}$. Then, for any $\varphi: S_{1} \times X_{1} \rightarrow X_{2}$, their series connection $A_{p}$ is $w .(h, k)$-definite, where $h=\max \left\{h_{1}, h_{2}\right)$ and $k=k_{1}+k_{2}$.

Proof. The first part of the theorem is obvious. We consider the series connection. Let $\left(s_{1}, s_{2}\right) \in S_{1} \times S_{2}$ be any state of $A_{\varphi}, p \in X^{h}, q \in X^{k}$ and $r \in X^{*}$ any words. We write $q=q_{1} q_{2}$, where $L\left(q_{1}\right)=k_{1}$ and $L\left(q_{2}\right)=k_{2}$. As in the proof of Theorem 17 we can write

$$
\varphi\left(s_{1}, p q\right)=\varphi\left(s_{1}, p\right) \varphi\left(s_{1} p, q_{1}\right) \varphi\left(s_{1} p q_{1}, q_{2}\right)
$$

and

$$
p\left(s_{1}, p r q\right)=\varphi\left(s_{1}, p\right) \varphi\left(s_{1} p, r\right) \varphi\left(s_{1} p r, q_{1}\right) \varphi\left(s_{1} p r q_{1}, q_{2}\right) .
$$

From these representations we see that

$$
h_{2}\left|\varphi\left(s_{1}, p q\right)=h_{2}\right| \varphi\left(s_{1}, p r q\right)
$$

and, because $s_{1} p q_{1}=s_{1} p r q_{1}$, that

$$
\varphi\left(s_{1}, p q\right)\left|k_{2}=\varphi\left(s_{1}, p r q\right)\right| k_{2} .
$$

Hence

$$
\delta\left(\left(s_{1}, s_{2}\right), p r q\right)=\delta\left(\left(s_{1}, s_{2}\right), p q\right)
$$

## § 12. Multidefinite automata

12.1. We call an automaton $\mathfrak{A}$ weakly (w.) $\left(k_{1}, \ldots, k_{n}\right)$-definite iff $T(\mathfrak{H})$ is $w .\left(k_{1}, \ldots, k_{n}\right)$-definite, and multidefinite iff $T(\mathfrak{H})$ is multidefinite. The rank of $\mathfrak{H}$ is the rank of $T(\mathfrak{H})$.
for any letter $y$. Hence the result follows again from Lemma 18. The last sentence of the lemma is obvious.

Lemma 20. If $(S, \delta)$ is $w .\left(k_{1}, \ldots, k_{n-1}, 0\right)$-definite, then it is $w . r$. $\left(k_{1}+\ldots+k_{n-1}\right)$-definite.

Proof. Let $s$ be an arbitrary state and $p$ any word of length $k_{1}+\ldots+k_{n-1}$. Then, for any letter $x, \delta(s, p x)=\delta(s, p)$. Hence every state accessible by a word of length $k_{1}+\ldots+k_{n-1}$ from some state is 0 -absorbed. This implies that every state in $S$ is $\left(k_{1}+\ldots+k_{n-1}\right)$ absorbed. Lemma 15 implies now the assertion.

We consider now an arbitrary multidefinite transition system $(S, \delta)$. If it is $w .\left(k_{1}, \ldots, k_{n}\right)$-definite, with $k_{n}>0$, we apply the contraction operator $k_{n}$ times on it. The obtained contraction ( $S_{k}, \delta_{k}$ ) is by Lemma $19 w . \quad\left(k_{1}, \ldots, k_{n-1}, 0\right)$-definite, and hence by Lemma $20 w$. $\left(k_{1}+\ldots+k_{n-1}, 0\right)$-definite. Using now Lemma 19 in the converse direction we obtain the following

Theorem 25. Every multidefinite transition system is weakly ( $h, k$ )definite, for some numbers $h$ and $k$.

The $\left(k_{1}, \ldots, k_{n}\right)$-definite transition systems can be defined in a way similar to Definition 11, and then the rank of a $\left(k_{1}, \ldots, k_{n}\right)$-definite system is $\varrho\left(k_{1}\right)+\ldots+\varrho\left(k_{n}\right)$, where $\varrho$ is as in Definition 12. It follows from Theorem 25 that the rank of a transition system cannot exceed 2.
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Lemma 21. If there exist numbers $h$ and $k$ such that $k>0$ and $(S, \delta)$ is $w .(h, k)$-definite, but not $w .(h, k-1)$-definite, then there exist two distinct 1 -equivalent states in $S$.

To test the multidefiniteness of a given transition system $(S, \delta)$ we apply on it the contraction operation repeatedly until a contraction ( $S_{k}, \delta_{k}$ ) is obtained which does not allow any further contraction. Then we know by Theorem 25, Lemmas 19 and 21 that $(S, \delta)$ is multidefinite if and only if $\left(S_{k}, \delta_{k}\right)$ is reverse definite. This can be tested by the method of reductions given in $\S 9$. If ( $S_{k}, \delta_{k}$ ) proves to be reverse $h$-definite, then $(S, \delta)$ is $w .(h, k)$-definite.
11.4 We consider now the compositions of multidefinite transition systems. As stated in the following theorem, the closure properties of multidefiniteness are essentially the same as those holding for definiteness.

Theorem 26. Let $A_{i}$ be a $w .\left(h_{i}, k_{i}\right)$-definite transition system, for each $i=1, \ldots, m$. The parallel connection of the systems $A_{1}, \ldots, A_{m}$ is $w .(h, k)$-definite, where $h=\max \left\{h_{1}, \ldots, h_{m}\right\}$ and $k=\max \left\{k_{1}, \ldots, k_{m}\right\}$.

Let $A_{1}=\left(S_{1}, \delta_{1}\right)$ be a $w .\left(h_{1}, k_{1}\right)$-definite transition system over the alphabet $X_{1}$ and $A_{2}=\left(S_{2}, \delta_{2}\right)$ a $w .\left(h_{2}, k_{2}\right)$-definite transition system over the alphabet $X_{2}$. Then, for any $\varphi: S_{1} \times X_{1} \rightarrow X_{2}$, their series connection $A_{p}$ is $w .(h, k)$-definite, where $h=\max \left\{h_{1}, h_{2}\right)$ and $k=k_{1}+k_{2}$.

Proof. The first part of the theorem is obvious. We consider the series connection. Let $\left(s_{1}, s_{2}\right) \in S_{1} \times S_{2}$ be any state of $A_{\varphi}, p \in X^{h}, q \in X^{k}$ and $r \in X^{*}$ any words. We write $q=q_{1} q_{2}$, where $L\left(q_{1}\right)=k_{1}$ and $L\left(q_{2}\right)=k_{2}$. As in the proof of Theorem 17 we can write

$$
\varphi\left(s_{1}, p q\right)=\varphi\left(s_{1}, p\right) \varphi\left(s_{1} p, q_{1}\right) \varphi\left(s_{1} p q_{1}, q_{2}\right)
$$

and

$$
p\left(s_{1}, p r q\right)=\varphi\left(s_{1}, p\right) \varphi\left(s_{1} p, r\right) \varphi\left(s_{1} p r, q_{1}\right) \varphi\left(s_{1} p r q_{1}, q_{2}\right) .
$$

From these representations we see that

$$
h_{2}\left|\varphi\left(s_{1}, p q\right)=h_{2}\right| \varphi\left(s_{1}, p r q\right)
$$

and, because $s_{1} p q_{1}=s_{1} p r q_{1}$, that

$$
\varphi\left(s_{1}, p q\right)\left|k_{2}=\varphi\left(s_{1}, p r q\right)\right| k_{2}
$$

Hence

$$
\delta\left(\left(s_{1}, s_{2}\right), p r q\right)=\delta\left(\left(s_{1}, s_{2}\right), p q\right)
$$

## § 12. Multidefinite automata

12.1. We call an automaton $\mathfrak{A}$ weakly (w.) $\left(k_{1}, \ldots, k_{n}\right)$-definite iff $T(\mathfrak{H})$ is $w .\left(k_{1}, \ldots, k_{n}\right)$-definite, and multidefinite iff $T(\mathfrak{H})$ is multidefinite. The rank of $\mathfrak{H}$ is the rank of $T(\mathfrak{H})$.

Because the rank of a transition system cannot exceed 2, while the rank of an automaton can get any value, a complete generalization of Theorem 3 cannot hold. In fact, it follows from Theorem 27 below, that the transition system of a reduced automaton is multidefinite if and only if the automaton is $w .(h, k)$-definite for some $(h, k)$, i.e. iff it is generalized definite. Here we shall restrict our attention mainly to this case, for which an effective testing and analysis method will be given. But first we present a result which may be useful in the general case, too.

Let $S^{\prime}$ be a subset of the state set $S$ of the finite automaton $\mathfrak{H}=$ $\left(S, \delta, s_{0}, F\right)$. If ( $\left.S^{\prime}, \delta\right)\left(\delta\right.$ restricted on $\left.S^{\prime} \times X\right)$ is strongly connected, then any state $s^{\prime}$ in $S^{\prime}$ defines a strongly connected subautomaton $\mathfrak{U} \mathfrak{X}^{\prime}=$ $\left(S^{\prime}, \delta, s^{\prime}, F^{\prime}\right)$ of $\mathfrak{A}$, where $F^{\prime}=S^{\prime} \cap F$.

Lemma 22. The strongly connected subautomata of a connected $w$. $\left(k_{1}, \ldots, k_{n}\right)$-definite automaton are all weakly $k_{n}$-definite. If the automaton is reduced, then its strongly connected transition subsystems are weakly $k_{n}$-definite.

Proof. Let $\mathfrak{A}$ and $\mathfrak{A}^{\prime}$ be as above, and suppose that $\mathfrak{A}$ is connected and $w .\left(k_{1}, \ldots, k_{n}\right)$-definite. Let $p$ be a word of length $k_{n}, q$ any word and $r$ a word such that $s_{0} r=s^{\prime}$.

Assume first that $p \in T\left(\mathfrak{X}^{\prime}\right)$. We choose a word $u \neq \lambda$ and an integer $m$ so that $s^{\prime} u=s^{\prime}$ and $L\left(r u^{m} p\right) \geq k_{1}+\ldots+k_{n-1}$. Then

$$
\delta\left(s_{0}, r u^{m} p\right)=\delta\left(s^{\prime}, p\right) \in F,
$$

and thus $r u^{m} p \in T(\mathfrak{H})$. Because $L\left(r u^{m} p\right) \geq k_{1}+\ldots+k_{n}$, there exists a $\left(k_{1}, \ldots, k_{n}\right)$-subword sequence of $r u^{m} p$ such that $p_{1} p_{2} \ldots p_{n} \in T(\mathfrak{H})$. Hereby $p_{n}=p$. On the other hand, $\left(p_{1}, \ldots, p_{n}\right)$ is a $\left(k_{1}, \ldots, k_{n}\right)$ subword sequence of $r u^{m} q p$, too. Hence

$$
\delta\left(s^{\prime}, q p\right)=\delta\left(s_{0}, r u^{m} q p\right) \in F
$$

and thus $q p \in T^{\prime}\left(\mathfrak{H}^{\prime}\right)$.
Suppose now that $q p \in T\left(\mathfrak{H}^{\prime}\right)$. We denote $s^{\prime \prime}=s^{\prime} q$. Because $\mathfrak{Y ^ { \prime }}$ is strongly connected, there exists a word $v$ such that $s^{\prime \prime} v=s^{\prime}$, and a non-empty word $w$ such that $s^{\prime \prime} w=s^{\prime \prime}$. We choose $m$ so that $L\left(r q w^{m}\right) \geq$ $k_{1}+\ldots+k_{n-1}$. Now

$$
\delta\left(s_{0}, r q w^{m} p\right)=\delta\left(s^{\prime}, q p\right) \in F
$$

Hence there exists a $\left(k_{1}, \ldots, k_{n}\right)$-subword sequence $\left(p_{1}, \ldots, p_{n}\right)$ of
$r q w^{m} p$, where $p_{n}=p$, such that $p_{1} p_{2} \ldots p_{n} \in T(\mathfrak{X})$. On the other hand, $\left(p_{1}, \ldots, p_{n}\right)$ is a $\left(k_{1}, \ldots, k_{n}\right)$-subword sequence of $r q w^{m} v p$. Hence

$$
\delta\left(s^{\prime}, p\right)=\delta\left(s^{\prime \prime}, v p\right)=\delta\left(s_{0}, r q w^{m} v p\right) \in F
$$

Thus $p \in T\left(\mathfrak{H}^{\prime}\right)$.
We have shown that $T\left(\mathfrak{H}^{\prime}\right)$ is weakly $k_{n}$-definite. If $\mathfrak{H}$ is reduced, then also $\mathfrak{H}^{\prime}$ is reduced and has thence a weakly $k_{n}$-definite transition system.
12.2. It was shown by Ginzburg [4] that a reduced generalized definite automaton remains generalized definite for any choice of initial state and the final states. This follows from the following theorem, too.

Theorem 27. A reduced $w .(h, k)$-definite automaton has a $w .(h, k)$ definite transition system.

Any language representable in a $w .(h, k)$-definite transition system is $w .(h, k)$-definite.

Proof. Suppose that $\mathfrak{U}=\left(S, \delta, s_{0}, F\right)$ is $w .(h, k)$-definite. Consider any words $p \in X^{h}, q \in X^{k}, r \in X^{*}$ and letter $x$. Then

$$
\delta\left(s_{0}, p x q r\right) \in F \text { iff } \delta\left(s_{0}, p q r\right) \in F,
$$

because $h|p x q r=h| p q r$ and $p x q r|k=p q r| k$. Because $\mathfrak{H}$ was reduced, this implies that $s_{0} p x q=s_{0} p q$, and hence by Lemma 18, that $(S, \delta)$ is $w .(h, k)$-definite.

Assume now that $(S, \delta)$ is $w \cdot(h, k)$-definite. Given a pair of states, $s, s^{\prime} \in S$, we denote $\mathfrak{H}_{s s^{\prime}}=\left(S, \delta, s,\left\{s^{\prime}\right\}\right)$. Then

$$
T\left(\mathscr{H}_{s s^{\prime}}\right)=Q+\cup p X^{*} q
$$

where $L(Q)<h+k$ and the sum ranges over all pairs $p \in X^{h}, q \in X^{k}$, for which $s p q=s^{\prime}$. Any language representable in $(S, \delta)$ is a sum of languages of this type and thus $w .(h, k)$-definite.
12.3. The contraction and reduction method described in 11.3 can be used to test the $w \cdot(h, k)$-definiteness of a reduced automaton. From the analysis point of view it is more convenient to test the $w \cdot(h, k)$-definiteness as follows.

Let $\left(S^{\prime}, \delta\right)$ be a strongly connected transition subsystem of the connected automaton $\mathfrak{A}=\left(S, \delta, s_{0}, F\right)$. We call $s^{\prime} \in S^{\prime}$ an initial state of ( $S^{\prime}, \delta$ ) iff there exists a word $p=x_{1} x_{2} \ldots x_{n}$ or $p=\lambda$ such that $s_{0} p=s^{\prime}$ and $S^{\prime} \cap\left\{s_{0}, s_{0} x_{1}, \ldots, s_{0} p\right\}=\left\{s^{\prime}\right\}$.

Let $S_{a}$ be the set of all states in $S$ which belong to some strongly connected subsystem, and $S_{b}$ the set of all initial states of these subsystems. We denote $S_{c}=S-\left(S_{a}-S_{b}\right)$ and define a transition system ( $S_{c}, \delta_{c}$ ) over $X$ by the condition

$$
\delta_{c}(s, x)=\left\{\begin{array}{l}
\delta(s, x), \text { if } s \in S_{c}-S_{b}, \\
s, \text { if } s \in S_{b}
\end{array}\right.
$$

for any $s \in S_{c}$ and $x \in X$. The transition system is well-defined, for $s \in S_{c}-S_{b}$ implies that $\delta(s, x) \notin S_{a}-S_{b}$, i.e. that $\delta(s, x) \in S_{c}$, for any letter $x$. The assumption that $\mathfrak{A}$ is connected is needed here.

Lemma 23. A reduced automaton $\mathfrak{A}=\left(S, \delta, s_{0}, F\right)$ is $w .(h, k)$ definite for some $h$ if and only if
(1) $\left(S_{c}, \delta_{c}\right)$ is reverse definite, and
(2) all strongly connected transition subsystems of $\mathfrak{A}$ are weakly $k$-definite.

Proof. Suppose that $\left(S_{c}, \delta_{c}\right)$ is $r$. $h$-definite and that also (2) is satisfied. Consider any words $p \in X^{h}, q \in X^{k}$ and letter $x$. The state $\delta_{c}\left(s_{0}, p\right)$ is 0 -absorbed in $\left(S_{c}, \delta_{c}\right)$ because $s_{0}$ is $h$-absorbed. Hence $\delta_{c}\left(s_{0}, p\right)$ is an initial state of some strongly connected subsystem of $(S, \delta)$, and $\delta\left(s_{0}, p\right)$ thus a state of such a subsystem. The assumption (2) implies now that $\delta\left(s_{0}, p x q\right)=\delta\left(s_{0}, p q\right)$. Hence $(S, \delta)$ is $w .(h, k)$-definite by Lemma 18.

Assume now that $\mathfrak{A}$ is $w .(h, k)$-definite for some $(h, k)$. The condition (2) follows from Lemma 22. Consider any words $p \in X^{h}$ and $q \in X^{k}$. We show that $s_{1}=\delta\left(s_{0}, p q\right)$ is a state of some strongly connected subsystem. Let $u$ be an arbitrary word, and denote $s_{2}=s_{1} u$. Now $p q r \mid k=$ $p q u q r \mid k$, for any word $r$. Hence

$$
\delta\left(s_{2} q, r\right)=\delta\left(s_{0}, p q u q r\right) \in F \text { iff } \delta\left(s_{1}, r\right)=\delta\left(s_{0}, p q r\right) \in F
$$

Because $\mathfrak{A}$ is reduced this implies that $s_{2} q=s_{1}$. Hence $\delta_{c}\left(s_{0}, p q\right)$ is an initial state of a strongly connected subsystem of $\mathfrak{H}$ and thus 0 -absorbed in $\left(S_{c}, \delta_{c}\right)$. Because $\left(S_{c}, \delta_{c}, s_{0}\right)$ is connected, this implies that all states of $\left(S_{c}, \delta_{c}\right)$ are $(h+k)$-absorbed. Hence $\left(S_{c}, \delta_{c}\right)$ is $w . r .(h+k)$-definite.

The analysis of a reduced $w$. $(h, k)$-definite automaton $\mathfrak{H}=$ ( $S, \delta, s_{0}, F$ ) can now be performed as follows.

1. The strongly connected subsystems of $(S, \delta)$ are found and their definiteness is tested. Let $s_{1}, \ldots, s_{n}$ be the initial states of these subsystems and let $\mathfrak{U}_{1}, \ldots, \mathfrak{A}_{n}$ be the corresponding strongly connected subautomata.
2. If the subsystems are all definite, then $\left(S_{c}, \delta_{c}\right)$ is formed and its reverse definiteness is tested.
3. Suppose that $\left(S_{c}, \delta_{c}\right)$ is reverse $h$-definite. Denote $\mathfrak{A}^{i}=\left(S_{c}, \delta_{c}\right.$, $\left.s_{0},\left\{s_{i}\right\}\right)$ and $T\left(\mathfrak{A}^{i}\right)=R_{i} X^{*}$, where $L\left(R_{i}\right) \leq h$, for each $i=1, \ldots, n$. Then

$$
T(\mathfrak{H})=Q+\bigcup_{i=1}^{n} R_{i} T\left(\mathfrak{H}_{i}\right)
$$

where $Q$ is the finite language represented by the set $F \cap\left(S_{c}-S_{b}\right)$ in $\left(S_{c}, \delta_{c}, s_{0}\right)$.
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