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## Introduction

1. Consider a cyclotomic field $k(\zeta)$, where $\zeta$ is a primitive $m$ th root of unity. We suppose that the natural number $m$ is $>1$ and in addition we exclude those even values of $m$, which are not divisible by 4 . This restriction is not essential because both the primitive $m$ th and ( $m / 2$ )th roots of unity generate the same field if $m$ has some excluded value. It is known that the class number $h(m)$ can be represented in the form

$$
h(m)=h_{1}(m) h_{2}(m),
$$

where $h_{1}(m)$ and $h_{2}(m)$ are the so-called first and second factors of the class number.

In the present paper we mainly consider the factor $h_{1}(m)$ especially its behaviour, when $m$ tends to infinity.
2. If $p$ denotes an odd prime, Kummer [11] conjectured that

$$
\begin{equation*}
h_{1}(p) \sim G(p)=2^{(3-p) / 2} \pi^{(1-p) / 2} p^{(p+3) / 4} \tag{1}
\end{equation*}
$$

The sign used here is the sign of asymptotic equality, when $p \rightarrow \infty$. He also calculated $h_{1}(p)$ for $p \leqq 97$ and found $h_{1}(p)=1$ for $p \leqq 19$, $h_{1}(97)=411322823001$. It should be noted that $G(97)$ calculated by means of (1) is $455 \cdot 10^{9}$ to 3 significant figures. No proof of (1) has yet been published.

Ankeny and Chowla [1], [2] showed that

$$
\begin{equation*}
\lim _{p \rightarrow \infty} \frac{\log \left(h_{1}(p) / G(p)\right)}{\log p}=0 \tag{2}
\end{equation*}
$$

They also announced as a consequence of this, that there exists a $p_{0}$ such that $h_{1}(p)$ is strictly increasing for $p>p_{0}$, in other words, if $p_{2}>$ $p_{1}>p_{0}$ then

$$
h_{1}\left(p_{2}\right)>h_{1}\left(p_{1}\right) .
$$

Tatuzawa [17] proved that

$$
\begin{equation*}
2 p\left(p^{\frac{1}{2}} / 2 \pi\right)^{(p-1) / 2} c(\varepsilon) p^{-\varepsilon}<h_{1}(p)<2 p\left(p^{\frac{1}{2}} / 2 \pi\right)^{(p-1) / 2}(\log p)^{c} \tag{3}
\end{equation*}
$$

where the upper bound is sharper than the upper bound given by (2). Here $c$ and $c(\varepsilon)$ denote respectively an absolute positive constant and a positive constant depending on parameter $\varepsilon(>0)$ alone.

Among the asymptotic estimations of $h_{1}(m)$ we further have the result

$$
\begin{equation*}
\log h_{1}(p) \sim(p \log p) / 4 \tag{4}
\end{equation*}
$$

introduced by Siegel [15]. We can, however, find that this formally very simple estimation is not so sharp as (2) and (3).

The above asymptotic estimations (2) and (3) give for $h_{1}(p)$ a good approximation, whenever $p$ exceeds a sufficiently large limit, the greatness of which being, however, unknown. Therefore we need for $h_{1}(p)$ also the estimations which are useful for every value of $p$. The upper bound

$$
\begin{equation*}
h_{1}(p)<2^{(1-p) / 4} p^{(p+3) / 4} \tag{5}
\end{equation*}
$$

and its improvement

$$
h_{1}(p) \leqq\left\{\begin{array}{l}
(k-1)!\quad(p=4 k+1)  \tag{6}\\
(k-1)!k^{\frac{1}{2}}(p=4 k+3 \geqq 7)
\end{array}\right.
$$

introduced by Carlitz [3] are of this kind. Although (5) and (6) give a better upper bound than (4), we can, however, verify that, for great values of $p$, they do not give as good results as the asymptotic estimations (2) and (3).
3. In the first chapter of this work we consider the asymptotic estimation of $h_{1}(m)$. By using Tatuzawa's method in the general case we have

$$
\begin{equation*}
c(\varepsilon) m^{-\varepsilon}<h_{1}(m) / G(m)<\exp (c(\log \log m+\omega(m))), \tag{7}
\end{equation*}
$$

where $\omega(m)$ denotes the number of different prime factors of $m, c$ and $c(\varepsilon)$ are defined in the same way as in (3), and

$$
\begin{equation*}
G(m)=\varrho \varrho^{\prime}(2 \pi)^{-\varphi(m) / 2}\left|d^{1 / 4}\right| m \tag{8}
\end{equation*}
$$

where $\varphi$ denotes Euler's function and $d$ is the discriminant of $k(\zeta)$. The number $\varrho^{\prime}=1$ or 2 if $m$ is even or odd respectively and $\varrho$, defined by (1.3), differs from 1 only if $\omega(m)=1$. The result (7) implies the estimation

$$
\lim _{p^{u} \rightarrow \infty} \frac{\log \left(h_{1}\left(p^{u}\right) / G\left(p^{u}\right)\right)}{\log p^{u}}=0
$$

which we obtained in [13] by an extension of the method of Ankeny and Chowla.

If in (8) we replace $m$ by an odd prime $p$, we get the expression
$G(p)$, which appeared in Kummer's conjecture (1). The most that has been shown in the direction of Kummer's conjecture is the result (3) of Tatuzawa. Since we have shown that in the general case it is possible to get the estimation, which has respectively the same accuracy in essence, it seems in consequence of the present knowledge meaningful to extend Kumyer's conjecture as follows:

$$
h_{\mathbf{1}}(m) \sim G(m)(m \rightarrow \infty)
$$

4. At the end of the first chapter we show, by means of (7), that there exists an $m_{0}$ such that, for $m>m_{0}$,

$$
h_{1}(m)<h_{1}(p m) \text { if }\left\{\begin{array}{l}
2 \mid m \text { and } p \text { is a prime } \\
2+m \text { and } p \text { is an odd prime or } 4 .
\end{array}\right.
$$

In addition, if we write $m=p^{u} k$, where $p$ is a prime $(p+k)$ and $u$ is a natural number, we prove that $h_{1}(m)$ is strictly increasing for $m>m_{0}^{\prime}$, when $m$ increases in such a way that $u$ and $k$ remain constants. If $k=1$, this yields our result (cf. [13]), which includes the corresponding result of Ankeny and Chowla.
5. In the second chapter we consider Dirichlet's $L$-functions

$$
L(s, \chi)=\sum_{n=1}^{\infty} \chi(n) n^{-s}
$$

closely associated with the conception of the class number. Here $\chi(n)$ denotes a character $(\bmod k)$, where $k$ is a natural number.

By using a similar method as in the proof of (2) Ankeny and Chowla [1], [2] showed that on the assumption of the extended Riemann hypothesis there exists for every positive $\varepsilon$ and for every $s$ satisfying the condition

$$
\frac{1}{2}<\Theta_{1}<s<\Theta_{2}<1
$$

a non-principal character $\chi(n)(\bmod p)$ such that

$$
|L(s, \chi)|<1+\varepsilon
$$

when the prime $p>p_{0}(\varepsilon)$.
We prove that the method of Ankeny and Chowla can also in this case be extended. Here we must assume that

$$
\begin{equation*}
s \geqq \eta=(\tau+\delta) /(\tau+1), k>k_{0}(\varepsilon, \delta)\left(0<\delta<\frac{1}{2}\right) \tag{9}
\end{equation*}
$$

where $\tau=\omega(k)$ or $\omega(k)+1$ if $k$ is odd or even respectively. We show that for every $s$ and $k$ satisfying the conditions (9) there exists a nonprincipal $\chi(n)(\bmod k)$ such that

$$
|L(s, \chi)|<1+\varepsilon(\varepsilon>0)
$$

If $k$ is an odd prime, this leads to the result of Ankeny and Chowla.
6. In the third chapter we consider the case $m=p^{u}$, where $p$ is a prime and $u$ is a natural number. It has been shown (cf. e.g. [19], pp. 796-802) that $h_{1}=h_{1}\left(2^{u}\right)$ can be written in the form

$$
\begin{equation*}
h_{1}=K h_{1}^{\prime} \tag{10}
\end{equation*}
$$

where $h_{1}^{\prime}$ is the first factor of the class number of the cyclotomic field $k\left(\exp \left(2 \pi i / 2^{u-1}\right)\right)$ and $K$ (see (8.4)) is an integer.

Westlund [20] showed that also in the case $p \geqq 3, u \geqq 2, h_{1}\left(p^{u}\right)$ can be represented in the form (10). In this case $K$, defined by (8.6), is also an integer and $h_{1}^{\prime}$ is respectively the first factor of the class number of the cyclotomic field $k\left(\exp \left(2 \pi i / p^{u-1}\right)\right)$.

Inkeri [9] expressed $h_{1}(p)(p \geqq 3)$ as a determinant (see (8.2)), from which we can among other things conclude that $h_{1}(p)$ is an integer.

Carlitz and Olson [4] started from the so-called Maillet's determinant $D_{p}$ and obtained the result

$$
h_{1}(p)= \pm p^{(3-p) / 2} D_{p}(p \geqq 3)
$$

In the third chapter, we show first that the connection with Inkeri's and Maillet's determinants can be verified directly without reference to the factor $h_{1}(p)$. Our main purpose, however, is to treat the factor $K$, and we derive for it some new expressions as determinants, which among other things enable us to represent $h_{1}\left(p^{u}\right)$ as a product of determinants. By applying the above results we finally estimate an upper bound for the factor $K$, which further yields an upper bound for the factor $h_{1}\left(p^{u}\right)$. It should be noted that these results were given in [13].

## Chapter I

## AN ASYMPTOTIC ESTIMATION OF THE FIRST FACTOR OF THE CLASS NUMBER OF THE CYCLOTOMIC FIELD

## § 1. Theorems

7. In this chapter we consider the behaviour of the first factor $h_{1}(m)$ of the class number of the cyclotomic field $k\left(e^{2 \pi i / m}\right)$, when $m$ tends to infinity. It should be noted that $m \geqq 3$ throughout this paper. This fact follows from the restrictions for $m$ introduced in section 1 . In this paper $p$ always denotes a prime and $u$ a natural number. Our primary object is to prove

Theorem 1. Let $c$ and $c(\varepsilon)$ denote, respectively, an absolute positive constant and a positive constant depending on parameter $\varepsilon(>0)$ alone. Then

$$
c(\varepsilon) m^{-\varepsilon}<h_{1}(m) / G<\exp (c(\log \log m+\omega(m))),
$$

where

$$
\begin{equation*}
G=G(m)=\varrho \varrho^{\prime}(2 \pi)^{-\tau(m) / 2}\left|d^{1 / 4}\right| m . \tag{1.1}
\end{equation*}
$$

Here $d$ denotes the discriminant of the field $k\left(e^{2 \pi i / m}\right)$ and

$$
\begin{align*}
& \varrho^{\prime}=\varrho^{\prime}(m)= \begin{cases}1 & \text { if } 2 \mid m, \\
2 & \text { if } 2+m,\end{cases}  \tag{1.2}\\
& \varrho=\varrho(m)= \begin{cases}2^{\frac{1}{2}} & \text { if } m=2^{u} \\
p^{1 / 4} & \text { if } m=p^{u}(p>2), \\
1 & \text { elsewhere } .\end{cases} \tag{1.3}
\end{align*}
$$

As a consequence of this we have
Theorem 2. Let $m=p^{u} k$, where $p+k$. If $q$ is a prime such that $q>p$ and $q+k$ then

$$
h_{1}\left(q^{u} k\right)>h_{1}\left(p^{u} k\right),
$$

when $p^{u} k$ is great enough. In addition there exists an $m_{0}$ such that, for $m>m_{0}$,

$$
h_{1}(m)< \begin{cases}h_{1}(p m) & \text { if } 2 \mid m \text { and } p \geqq 2, \\ h_{1}(p m) & \text { if } 2+m \text { and } p \geqq 3, \\ h_{1}(4 m) & \text { if } 2+m\end{cases}
$$

When $m=p$ is an odd prime, it follows from (1.2) and (1.3) that $\varrho^{\prime}=2$ and $\varrho=p^{1 / 4}$. Since $|d|=p^{p-2}$ (cf. e.g. [6], p. 506), we get, by (1.1),

$$
G=2 p\left(p^{\frac{1}{2}} / 2 \pi\right)^{(p-1) / 2} .
$$

We have

$$
\exp (c(\log \log p+1))<(\log p)^{c^{\prime}}
$$

where $c^{\prime}$ is a positive constant. Because $\omega(p)=1$, we can thus conclude that theorem 1 implies the result (3) introduced by Tatuzawa [17].
8. In order to prove the above theorems we first, in paragraph 2, consider the so-called characters and present some preliminary results, which are needed particularly in paragraphs 3 and 4. In paragraph 3 we investigate the factor $h_{1}(m)$ in order to find for it the expression, which would give a proper starting point for estimation. In paragraph 4 we focus our attention on the asymptotic estimation of $h_{1}(m)$, and finally, in paragraph 5 , we prove theorem 2.

## § 2. Characters

9. Let $k$ be a natural number. A function $\chi$ (of an integral variable) is a character $(\bmod k)$ if it has the following three properties:
(i) $\chi(n)=0$ if and only if $(n, k)>1$,
(ii) $\chi(n)=\chi(l)$ if $n \equiv l(\bmod k)$,
(iii) $\chi(n l)=\chi(n) \chi(l)$ for every pair of integers $n, l$.

It follows from these basic properties (cf. e.g. [7], pp. 216-224 and [14], pp. 99-103) that the number of characters $(\bmod k)$ is $\varphi(k)$ and one of them is the so-called principal character $\chi_{0}$, for which $\chi_{0}(n)=1$, whenever $(n, k)=1$. Further we have

$$
\sum_{n=1}^{k} \chi(n)= \begin{cases}\varphi(k) & \text { if } \quad \chi=\chi_{0}  \tag{2.1}\\ 0 & \text { if } \quad \chi \neq \chi_{0}\end{cases}
$$

$$
\sum_{\chi \in R(k)} \chi(n)=\left\{\begin{array}{l}
\varphi(k) \text { if } n \equiv 1(\bmod k),  \tag{2.2}\\
0 \text { elsewhere }
\end{array}\right.
$$

where $R(k)$ denotes the set of the characters $(\bmod k)$.
10. We say that the character $\chi_{1}\left(\bmod k_{1}\right)$ is equivalent to $\chi_{2}\left(\bmod k_{2}\right)$ and write

$$
\chi_{1} \approx \chi_{2}
$$

if and only if

$$
\chi_{1}(n)=\chi_{2}(n)
$$

for every $n$, which satisfies the conditions

$$
\left(n, k_{1}\right)=\left(n, k_{2}\right)=1
$$

Obviously this $(\approx)$ is an equivalence relation on the set of the characters. If $\gamma_{1} \approx \chi_{2}$ then we say that the character $\chi_{1}$ is definable modulo $k_{2}$, and we call $k_{2}$ a defining modulus for $\chi_{1}$. If $k_{2}$ is a defining modulus for $\chi_{1}$ then the corresponding character $\chi_{2}$ is completely determined by $\chi_{1}$.

We now present some results, which follow from the above definitions (cf. [6]. pp. 67-70 and [7], pp. 216-224).

Lemma 1. Let $k^{\prime}$ be a divisor of $k$. In order that a character $\chi(\bmod k)$ be definable modulo $k^{\prime}$, it is necessary and sufficient that $\chi(n)=1$ for

$$
(n, k)=1, n \equiv 1\left(\bmod k^{\prime}\right)
$$

Lemma 2. If $k^{\prime}$ is any multiple of $k$ then a character $\chi(\bmod k)$ is definable modulo $k^{\prime}$. If $k_{1}$ and $k_{2}$ are defining moduli for $\chi$, then so is $\left(k_{1}, k_{2}\right)$.

Lemma 3. If $\chi$ is a character then all defining moduli for $\chi$ are multiples of the least modulus. This is denoted by $f(\chi)$ and is called the conductor of $\chi$.

A character $\chi(\bmod k)$ is said to be a primitive character $(\bmod k)$ (denoted usually by $\chi^{*}$ ) if $k=f(\chi)$, the conductor of $\chi$. Otherwise $\chi$ is called an imprimitive character $(\bmod k)$.

Lemma 4. If $\chi$ is a character $(\bmod k)$ and $f(\chi)$ its conductor then there exists a unique character $\chi^{*}(\bmod f(\chi))$ equivalent to $\chi$. Moreover, $\chi^{*}$ is primitice.

Lomma 5. Let $\chi$ be a character $(\bmod k)$ and suppose that

$$
k=k_{1} k_{2} \ldots k_{l}
$$

is a decomposition of $k$ into pairwise coprime positive integers. Then there erists a unique decomposition of $\chi$ into characters $\chi_{j}\left(\bmod k_{j}\right)$

$$
\chi=\chi_{1} \chi_{2} \cdots \chi_{1}
$$

such that

$$
f(\chi)=f\left(\chi_{1}\right) f\left(\chi_{2}\right) \ldots f\left(\chi_{l}\right)
$$

where $f\left(\chi_{j}\right)$ is the conductor of $\chi_{j}$.
In the following we consider especially the characters $\chi(\bmod m)$, where $m$ is fixed. There exists, by lemma 4 , for each character $\chi(\bmod m)$ a unique character $\chi^{*}(\bmod f)$ equivalent to $\chi$, where $f=f(\chi)$ is the conductor of $\chi$. We denote by $S$ the set of all these characters $\chi^{*}(\bmod f(\chi))$. Obviously $S$ is also the set of all the primitive characters, each of which is equivalent to a character $(\bmod m)(c f . ~ l e m m a 4)$. Throughout this paper we use the notation $\chi$ instead of $\chi^{*}$ where there exists no danger of misconception.

We say that the character $\chi$ is even or odd if $\chi(-1)=+1$ or -1 respectively. Further we denote by $a(k)$ and $b(k)$, respectively, the number of the even and the odd characters $\chi(\bmod k)$, which belong to the set $S$. In addition we have

$$
n(k)=a(k)+b(k)
$$

where $n(k)$ is the number of all the characters in $S$, which are primitive characters $(\bmod k)$. It follows from lemma 3 that $k \mid m$.
11. With the help of the above lemmas we now prove the following

Lemma 6. Let $k$ be a divisor of $m$. If $k$ is divisible by the square of an odd prime or by 8 then

$$
\begin{equation*}
a(k)=b(k)=\frac{1}{2} n(k) . \tag{2.3}
\end{equation*}
$$

If $k$ is divisible neither by the square of an odd prime nor by 8 , then

$$
\begin{equation*}
a(k)=b(k)=n(k)=0 \text { if } 2 \mid k \text { and } 4+k \tag{2.4}
\end{equation*}
$$

but

$$
\begin{equation*}
b(k)=\frac{1}{2}\left(n(k)-(-1)^{m(k)}\right) \text { if } 2+k \text { or } 4 \tag{2.5}
\end{equation*}
$$

Proof. If $\omega(k)=0$ then (2.5) is true, since now $k=1, \quad n(k)=1$ and $b(k)=0$. Consider next the case $\omega(k)=1$. Now $k$ is of the form $p^{u}$.

If $p^{u}=2$ then $n(k)=0$, since there exists no primitive character $(\bmod 2)$.

Suppose $p^{u}>2$. If we denote by $\chi_{p}$ a character $\left(\bmod p^{u}\right)$ then it follows from (2.2) that

$$
\begin{equation*}
\sum^{\prime} \chi_{p}(-1)+\sum^{\prime \prime} \chi_{p}(-1)=0 \tag{2.6}
\end{equation*}
$$

where, in $\Sigma^{\prime}$ and $\Sigma^{\prime \prime}$, the summation occurs over all the primitive and all the imprimitive characters $\left(\bmod p^{u}\right)$ respectively. The characters in the
sum $\Sigma^{\prime \prime}$ are characters $\left(\bmod p^{u-1}\right)(u \geqq 2)$. Since, on the other hand, every character $\left(\bmod p^{u-1}\right)$ is also a character $\left(\bmod p^{u}\right)($ see lemma 2$)$, we can decide that every character $\left(\bmod p^{u-1}\right)$ occurs in the sum $\Sigma^{\prime \prime}$.

Suppose first that $u \geqq 2$ and $p^{u} \geqq 8$. It then follows from (2.2) that $\Sigma^{\prime \prime}=0$. According to the definitions of the even and the odd characters we now conclude, by the equation (2.6), that

$$
a\left(p^{u}\right)=b\left(p^{u}\right)=\frac{1}{2} n\left(p^{u}\right)
$$

Let $p^{u}=4$. Consequently $\Sigma^{\prime}=-1$, since, by (2.2), $\Sigma^{\prime \prime}=1$. Hence we get

$$
b(4)=\frac{1}{2}(n(4)+1)
$$

Let $p$ be an odd prime and $u=1$. In this case the sum $\Sigma^{\prime \prime}$ contains, by lemma 1 , only the principal character. Hence $\Sigma^{\prime \prime}=1$, and we can write

$$
b(p)=\frac{1}{2}(n(p)+1)
$$

We have thus shown that our theorem is true, when $\omega(k)=1$. Suppose now that $\omega(k)>1$. Let $\chi(\bmod k)$ be a character in $S$. It follows from lemma 5 that $\chi$ can be written in the form

$$
\begin{equation*}
\chi=\chi_{p} \chi_{1}, \quad k=p^{u} k_{1}\left(p+k_{1}\right) \tag{2.7}
\end{equation*}
$$

where $\chi_{p}$ and $\chi_{1}$ are characters $\left(\bmod p^{u}\right)$ and $\left(\bmod k_{1}\right)$ respectively. Further we get

$$
\begin{equation*}
k=f(\chi)=f\left(\chi_{p}\right) f\left(\chi_{1}\right) \tag{2.8}
\end{equation*}
$$

Since $f\left(\chi_{p}\right) \leqq p^{u}$ and $f\left(\chi_{1}\right) \leqq k_{1}$, it follows from (2.7) and (2.8) that

$$
f\left(\chi_{p}\right)=p^{u}, f\left(\chi_{1}\right)=k_{1}
$$

We can thus conclude that $S$ contains also the characters $\chi_{p}$ and $\chi_{1}$. Suppose, on the other hand, that $\chi_{p}\left(\bmod p^{u}\right)$ and $\chi_{1}\left(\bmod k_{1}\right)$ are characters in $S$. Then it is clear that $\chi=\chi_{p} \chi_{1}$ is a character $(\bmod k)$ and we can, by lemma 5 , decide that

$$
f(\chi)=p^{u} k_{1}
$$

which yields that $f(\chi)=k$. Consequently we find that $\chi$ belongs to $S$.
Suppose now that $k$ is divisible by the square of an odd prime or by the number 8 . It is then possible to assume that in (2.7) $u \geqq 2$ and $p^{u} \geqq 8$. Hence we get

$$
\begin{aligned}
b(k) & =a\left(p^{u}\right) b\left(k_{1}\right)+b\left(p^{u}\right) a\left(k_{1}\right) \\
& =\frac{1}{2} n\left(p^{u}\right)\left(a\left(k_{1}\right)+b\left(k_{1}\right)\right)=\frac{1}{2} n(k) .
\end{aligned}
$$

We thus observe that the first part of our lemma is true.

If $k$ is divisible neither by the square of an odd prime nor by 8 , let us suppose first that $2 \mid k$ but $4+k$. In this case we can in (2.7) choose $p=2$ and $u=1$, and we get

$$
n(k)=n(2) n\left(k_{1}\right)=0
$$

The cases $2+k$ or $4 \mid k$, so far not considered, we prove by induction on $\omega(k)$. Suppose that $k(\omega(k)>1)$ is such a divisor of $m$, and assume that the lemma is true for all the divisors $k^{\prime}$ in question, which satisfy the condition

$$
\omega\left(k^{\prime}\right)<\omega(k) .
$$

In (2.7) we may assume that $p$ is an odd prime and $u=1$. Since

$$
\omega\left(k_{1}\right)=\omega(k)-1,
$$

it now follows from (2.5) that

$$
\begin{gathered}
b(k)=b\left(k_{1}\right) a(p)+a\left(k_{1}\right) b(p) \\
=\frac{1}{2}\left(n\left(k_{1}\right)-(-1)^{\prime \prime( }(k)-1\right) \frac{1}{2}(n(p)-1)+\frac{1}{2}\left(n\left(k_{1}\right)+(-1)^{\ldots(k)-1}\right) \frac{1}{2}(n(p)+1) \\
=\frac{1}{2}\left(n(k)-(-1)^{\omega(k)}\right) .
\end{gathered}
$$

We now decide that also in this case our lemma is true, and thus the proof is concluded.
12. For the odd characters we finally prove the following

Lemma 7. Let $k$ be a natural number and denote by $Q(k)$ the set of the odd characters $\chi(\bmod k)$. If $n$ is an integer then

$$
\sum_{\chi \in \mathbb{Q}(k)} \chi(n)=\left\{\begin{align*}
\frac{1}{2} \varphi(k) \text { if } n \equiv 1(\bmod k) \text { and } k>2,  \tag{2.9}\\
-\frac{1}{2} \varphi(k) \text { if } n \equiv-1(\bmod k) \text { and } k>2 . \\
0 \text { elsewhere. }
\end{align*}\right.
$$

Further

$$
\begin{equation*}
\sum_{\chi \in P} \chi(n)=\sum_{\chi \in \mathbb{Q}\left(m_{n}\right)} \chi(n), \tag{2.10}
\end{equation*}
$$

where $m_{n}$ is the greatest divisor of $m$ prime to $n$, and $P$ denotes the set of the odd characters in $S$.

Proof. Suppose first that $k=1$ or 2. Since there exists only one character both $(\bmod 1)$ and $(\bmod 2)$, namely the principal character, which is even, it follows that the sum in (2.9) is empty. Consequently the value of the sum is zero, and in this case our lemma is true.

If $k>2$ we get, by (2.2),

$$
\sum_{\chi \in R(k)} \chi(-1)=0 .
$$

We now find that the number of the even characters is equal to the number of the odd characters. Since, on the other hand, the number of all the characters $(\bmod k)$ is $\varphi(k)$, we can conclude that

$$
\sum_{\chi \in Q(k)} \chi(n)=\left\{\begin{aligned}
\frac{1}{2} \varphi(k) & \text { if } n \equiv 1(\bmod k) \\
-\frac{1}{2} \varphi(k) & \text { if } n \equiv-1(\bmod k)
\end{aligned}\right.
$$

Suppose now that

$$
n \neq \pm 1(\bmod k) .
$$

In this case we can write

$$
\begin{aligned}
\sum_{\chi \in R(k)} \chi(n) & =\sum_{\chi \in T(k)} \chi(n)+\sum_{\chi \in Q(k)} \chi(n)=0 \\
\sum_{\chi \in R(k)} \chi(-n) & =\sum_{\chi \in T(k)} \chi(n)-\sum_{\chi \in Q(k)} \chi(n)=0,
\end{aligned}
$$

where $T(k)$ denotes the set of the even characters in $R(k)$. If we subtract both sides of the above equations from each other, we get

$$
\sum_{\chi \in \overline{Q(k)}} \chi(n)=0
$$

which proves (2.9).
Consider now the equation (2.10). We find that $\chi(n)(\chi \in S)$ is different from zero if and only if $f(\chi) \mid m_{n}$. We denote by $S_{n}$ the set of all these characters in $S$. According to lemma 2 there exists for every character in $S_{n}$ a character $\left(\bmod m_{n}\right)$ equivalent to it. Since $m_{n} \mid m$, there exists, on the other hand, for every character $\left(\bmod m_{n}\right)$ a unique character $(\bmod m)$ equivalent to it, and it follows from this and lemma 3 that there exists for every character $\chi_{n}\left(\bmod m_{n}\right)$ a unique character $\chi$ in $S_{n}$ such that

$$
\chi \approx \chi_{n}
$$

We can thus conclude that there exists one-to-one map of $S_{n}$ onto the set of the characters $\left(\bmod m_{n}\right)$. From the definition of $m_{n}$ we get

$$
\left(n, m_{n}\right)=(n, f(\chi))=1\left(\chi \in S_{n}\right)
$$

and hence

$$
\begin{equation*}
\chi(n)=\chi_{n}(n) \tag{2.11}
\end{equation*}
$$

The sum $\sum_{\chi \in P} \chi(n)$ may now, by (2.11), be written in the form

$$
\begin{equation*}
\sum_{\chi \in P} \chi(n)=\sum_{\chi \in \overrightarrow{P \cap} S_{n}} \chi(n)=\sum_{x \in \overline{Q\left(m_{n}\right)}} \chi(n) . \tag{2.12}
\end{equation*}
$$

(It should be noted that (2.12) holds also in the case $m_{n}=1$. In this case the sets $P \cap S_{n}$ and $Q\left(m_{n}\right)$ are empty, and all the sums in (2.12) have the value zero.)

## § 3. Expression for $h_{1}(m) / G(m)$

13. Our intention here is to treat the factor $h_{1}(m)$ in such a way that in later work we are able to estimate it with the help of series. We need the following lemmas:

Lemma 8. The factor $h_{1}(m)$ can be expressed in the form

$$
h_{1}(m)=2^{\alpha}(2 m)^{1-\chi(m) / 2} \prod_{\chi \in P} \sum_{n=1}^{m} \chi(n) n,
$$

where $\alpha=-1$ or 0 if $m$ is even or odd respectively (cf. [8], p. 376).
Lemma 9. If $d$ denotes the discriminant of the field $k\left(e^{2 \pi i / m}\right)$ then

$$
|d|=\prod_{\chi \in S} f(\chi)
$$

(cf. [7], p. 403).
We consider the Dirichlet $L$-series

$$
L(s, \chi)=\sum_{n=1}^{\infty} \chi(n) n^{-s},
$$

where $s=\sigma+i t$. For these series we have
Lemma 10. Let $\chi$ be an arbitrary odd character. If $f=f(\chi)$ is the conductor of $\chi$ then

$$
|L(1, \chi)|=\pi f^{-3 / 2}\left|\sum_{n=1}^{f} \bar{\chi}(n) n\right|,
$$

where $\bar{\chi}$ denotes the inverse of the character $\chi$ (cf. [7], pp. 400-401).
Lemma 11. If $\chi^{*}$ is an odd character primitive $(\bmod f)$ then

$$
\left|\sum_{n=1}^{m} \bar{\chi}^{*}(n) n\right|=m f^{\frac{1}{2}} \pi^{-1}\left|L\left(1, \chi^{*}\right)\right| .
$$

Proof. If we denote $m=k f$ then

$$
\begin{equation*}
\sum_{n=1}^{m} \bar{\chi}^{*}(n) n=\sum_{j=0}^{k-1} \sum_{n=1}^{f} \bar{\chi}^{*}(n) n+\sum_{j=0}^{k-1} \sum_{n=1}^{f} \bar{\chi}^{*}(n) j f=k \sum_{n=1}^{f} \bar{\chi}^{*}(n) n . \tag{3.1}
\end{equation*}
$$

Here we have made use of (2.1). By lemma 10 we get

$$
\left|\sum_{n=1}^{f} \bar{\chi}^{*}(n) n\right|=f^{3 / 2} \pi^{-1}\left|L\left(1, \chi^{*}\right)\right| .
$$

This together with (3.1) yields our lemma.
14. Lemma 6 presented in the preceding paragraph enables us to prove

Lemma 12. If $\varrho$ is defined by (1.3) then

$$
\prod_{x \in P} f^{\frac{1}{2}}=\varrho\left|d^{1 / 4}\right|
$$

Proof. We write

$$
\prod_{\chi \in P} f=\prod_{k \mid m} k^{b(k)}=\prod_{1} k^{b(k)} \prod_{2} k^{b(k)}
$$

where, in $\Pi_{1}, k$ runs through the divisors of $m$ divisible by the square of an odd prime or which are $\equiv 0(\bmod 8)$ or $\equiv 2(\bmod 4)$, and, in $\Pi_{2}, k$ runs through all the rest of divisors of $m$. It follows now from lemma 6 that

$$
\prod_{1} k^{b(k)}=\prod_{1} k^{n(k) / 2}, \Pi_{2} k^{b(k)}=o^{2} \prod_{2} k^{n(k), 2},
$$

where

$$
\begin{equation*}
\varrho^{4}=\prod_{2} k^{-(-1)^{\omega(k)}} . \tag{3.2}
\end{equation*}
$$

By lemma 9 we have

$$
\prod_{x \in P} f=\varrho^{2} \prod_{k \mid m} k^{n(k) / 2}=\left|d^{\frac{1}{2}}\right| \varrho^{2} .
$$

Suppose first $\omega(m)=1$. In this case $m=p^{u}$, where $p$ is an odd prime $(u \geqq 1)$, or $m=2^{u}(u \geqq 2)$, and we conclude from (3.2) that $Q^{4}=p$ or $\varrho^{4}=4$ respectively.

We may now assume that $\omega(m)>1$. Let $p$ be a prime such that $p \mid m$. If we distinguish from $\varrho^{2}$ the power of $p$, we get for odd $p$ the exponent

$$
\begin{equation*}
\frac{1}{2}\left(1-\binom{(\cdots(m)-1}{1}+(\stackrel{\omega}{(m)-1} 2)-\cdots \pm 1\right)=\frac{1}{2}(1-1)^{\omega(m)-1}=0 . \tag{3.3}
\end{equation*}
$$

If, on the other hand, $p=2$, we get for it the exponent in (3.3) multiplied by 2 . We thus have

$$
\varrho^{2}=1(\omega(m)>1) .
$$

This completes the proof.
15. It now follows from the above lemmas that

$$
\begin{equation*}
h_{1}(m) / G=\left|\prod_{\chi \in P} L(1, \chi)\right| \tag{3.4}
\end{equation*}
$$

where $G$ is defined by (1.1). From lemmas 11 and 12 we namely get

$$
\begin{gathered}
\left|\prod_{\chi \in P} \sum_{n=1}^{m} \chi(n) n\right|=(m / \pi)^{q(m) / 2} \prod_{\chi \in P}\left(f^{\frac{1}{2}}|L(1, \chi)|\right) \\
=(m / \pi)^{\gamma(m) / 2} \varrho\left|d^{1 / 4} \prod_{\chi \in P} L(1, \chi)\right|
\end{gathered}
$$

Hence, by lemma 8,

$$
h_{1}(m)=2^{\alpha+1}(2 \pi)^{-q(m) / 2} m \varrho\left|d^{1 / 4} \prod_{\gamma \in P} L(1, \chi)\right|
$$

which leads to (3.4).

## § 4. Estimation for $h_{1}(m)$

16. In order to find an asymptotic estimation for the factor $h_{1}(m)$ we consider the expression

$$
\left|\prod_{\chi \in P} L(1, \chi)\right|
$$

Throughout this and the next paragraph we use $c$ and $c(\varepsilon)$ to denote respectively an absolute positive constant and a positive constant depending only on parameter $\varepsilon(>0)$ not necessarily the same in their various occurrences. In addition, in this paragraph, the constant implied in $O$ is always an absolute one. We need the following lemmas:

Lemma 13. Let $\chi\left(\neq \chi_{0}\right)$ be a character $(\bmod m)$, which has the conductor $f$. Then

$$
\begin{equation*}
L\left(1, \chi^{*}\right)=L(1, \chi) \prod_{p \backslash m}\left(1-\chi^{*}(p) / p\right)^{-1} \tag{4.1}
\end{equation*}
$$

where $\chi^{*}$ is the corresponding primitive character $(\bmod f)$ and $p$ runs through the prime factors of $m$ (cf. [14], p. 127).

Lemma 14. If $x \geqq 3$ then

$$
\sum_{p \leqq x} p^{-1}=O(\log \log x)
$$

(cf. [14], p. 20).
Lemma 15. Let $(m, l)=1$ and $0 \leqq l<m$. If $\pi(x, m, l)$ is the number of primes $\equiv l(\bmod m)$ not exceeding $x$ then

$$
\pi(x, m, l)=O\left(\varphi(m)^{-1} x / \log (x / m)\right)(x>m)
$$

(cf. [14], p. 44).
In the further procedure we require the conception of the so-called exceptional character $\chi^{\prime}$. Let $s=\sigma+i t$. If

$$
\sigma \geqq 1-c / \log (m(|t|+2)) \geqq 3 / 4
$$

then

$$
L(s, \chi) \neq 0
$$

for every $\chi(\bmod m)$ with one possible exception. If such an exceptional character exists, it is a real one and we denote it by $\chi^{\prime}$ (cf. [14], p. 130). We can now formulate the following lemmas:

Lemma 16. Let $m \leqq \exp \left(\log ^{\frac{1}{2}} x\right)$ and $\chi \neq \chi_{0}, \chi^{\prime}$. Then

$$
\sum_{n \leqq x} \chi(n) \Lambda(n)=O\left(x \exp \left(-c \log ^{\frac{1}{2}} x\right)\right)
$$

where

$$
\Lambda(n)=\left\{\begin{array}{l}
\log p \text { if } n=p^{j} \quad(j \geqq 1) \\
0 \text { otherwise }
\end{array}\right.
$$

(cf. [14], pp. 133-136).
Lemma 17. Let

$$
U(x)=\sum_{\chi \in Q^{\prime}} \sum_{n \leqq x} \chi(n) \Lambda(n)
$$

where $Q^{\prime}$ denotes the set $Q(m)$ excluded $\chi^{\prime}$. If

$$
x \geqq \exp \left(\log ^{3} m\right)
$$

then $U(x)=O(x / \log x)$.
Proof. Since

$$
\log m \leqq \log ^{1 / 3} x
$$

it follows, by lemma 16, that
$U(x)=O\left(\varphi(m) x \exp \left(-c \log ^{\frac{1}{2}} x\right)\right)=O\left(x \exp \left(\log m-c \log ^{\frac{1}{2}} x\right)\right)=O(x / \log x)$.
Lemma 18. The exceptional character $\chi^{\prime}$ satisfies the inequality

$$
\left|L\left(1, \chi^{\prime}\right)\right|>c(\varepsilon) m^{-}
$$

(cf. [5], p. 275, and [16], p. 163).
The proof of this lemma is also included in Prachar's considerations (cf. [14], p. 145-146).
17. The number of prime factors of $m$ denoted by $\omega(m)$ plays an important role in our estimations. For it we present the following three lemmas:

Lemma 19. $\omega(m)=O(\log m / \log \log m)$
(cf. [17], p. 108).

Lemma 20. If $n$ is a natural number and $a$ is an integer such that $(a, m)=1$ then the number of solutions of

$$
\begin{equation*}
x^{n} \equiv a(\bmod m) \tag{4.2}
\end{equation*}
$$

is at most $n^{\omega(m)+1}$.
This follows immediately if we denote

$$
m=p_{1}^{u_{1}} p_{2}^{u_{2}} \ldots p_{l}^{u_{l}}
$$

where the numbers $p_{j}$ are distinct primes and the integers $u_{j} \geqq 1$. Suppose namely that $n_{j}$ denotes the number of solutions of the congruence

$$
x^{n} \equiv a\left(\bmod p_{j}^{n_{j}}\right)
$$

where $j$ assumes the values $1,2, \ldots, l$. Since

$$
n_{j} \leqq \begin{cases}n & \text { if } p_{j} \neq 2 \\ n^{2} \text { if } p_{j}=2\end{cases}
$$

we get that the number of solutions of (4.2) equal to

$$
\prod_{j=1}^{n} n_{j}
$$

is at most $n^{\omega(m)+1}$.
The following lemma has an important meaning for the estimation of $h_{1}(m)$. Therefore we give for it a detailed proof, which in some degree differs from the proof of Tatuzawa [17].

Lemma 21. If

$$
\begin{equation*}
p^{n} \equiv \pm 1(\bmod m) \tag{4.3}
\end{equation*}
$$

then

$$
\begin{equation*}
\sum_{n \geqq 2} \sum_{p}\left(n p^{n}\right)^{-1}=O(\omega(m) / m) \tag{4.4}
\end{equation*}
$$

Proof. We divide the series in the left-hand side of (4.4) into two parts $S_{1}$ and $S_{2}$, where, in $S_{1}$ and in $S_{2}, p$ runs through all the values, which satisfy (4.3), and which are smaller and greater than $m$ respectively. In order to estimate $S_{1}$ we write

$$
\begin{equation*}
S_{1}=\sum_{n=2}^{\infty} n_{\substack{-1}}^{\substack{p<m \\ p^{n} \equiv \pm 1(\bmod m)}} p^{-n} . \tag{4.5}
\end{equation*}
$$

Let us denote

$$
M(n)=2(n-1)^{2 \omega(m)+1}+1, N(n)=2 n^{2 \omega(m)+1}
$$

whence it follows that

$$
N(n)-M(n)>2 n^{2 \omega(m)}
$$

since $n \geqq 2$. It follows from lemma 20 that we can write (for a fixed $n$ )

$$
\begin{equation*}
p^{n}=v_{j} m \pm 1\left(j=M(n), M(n)+1, \ldots, M(n)+\beta_{n}-1\right) \tag{4.6}
\end{equation*}
$$

where $v_{j}$ denotes a natural number and $\beta_{n}$ is the number of incongruent solutions $p$ of the congruen-es (4.3). Further we define

$$
\begin{equation*}
v_{j}=A^{j} \quad\left(M(n)+\beta_{n} \leqq j \leqq N(n)\right), \tag{4.7}
\end{equation*}
$$

where $A$ is the product of all the primes not exceeding $m$. We thus have

$$
\begin{equation*}
\sum_{\substack{p<m \\ p^{n} \equiv \pm 1(\bmod m)}} p^{-n} \leqq \sum_{j=M(n)}^{N(n)}\left(v_{j} m-1\right)^{-1}<2 m^{-1} \sum_{j=\bar{M}(n)}^{N(n)} v_{j}^{-1} . \tag{4.8}
\end{equation*}
$$

Denote

$$
V_{n}=\sum_{j=\bar{M}(n)}^{N(n)} v_{j}^{-1}, \quad V(x)=\sum_{2 \leqq n \leqq x} V_{n} .
$$

By using Abel's method of partial summation we now get

$$
\begin{equation*}
\sum_{2 \leqq n \leqq x} V_{n} / n=V(x) /[x]+\sum_{2 \leqq n \leqq x-1} n^{-1}(n+1)^{-1} V(n), \tag{4.9}
\end{equation*}
$$

where $[x]$ denotes the largest integer $\leqq x$. Since $M(n+1)=N(n)+1$, we get

$$
V(n)=\sum_{j=3}^{N(n)} v_{j}^{-1}
$$

Here the integers $v_{j}$ are positive and the same number occurs at most two times. We replace distinct numbers $v_{j}$ in order of ascending magnitude by the numbers $1,2,3, \ldots$ Hence

$$
V(n) \leqq 2 \sum_{j=1}^{N(n)} j^{-1}=O(\log N(n))=O(\omega(m) \log n),
$$

It now follows from (4.9) that

$$
\sum_{2 \leqq n \leqq x} V_{n} / n=O\left(\omega(m) x^{-1} \log x\right)+O\left(\omega(m) \sum_{2 \leqq n \leqq x-1} n^{-1}(n+1)^{-1} \log n\right) .
$$

If $x$ tends to infinity, this yields

$$
\sum_{n=2}^{\infty} V_{n} / n=O(\omega(m))
$$

This together with (4.5) and (4.8) leads to the result

$$
S_{1}=O(\omega(m) / m)
$$

We estimate the series $S_{2}$ as follows:

$$
S_{2}=O\left(\sum_{p>m} \sum_{n \geqq 2} p^{-n}\right)=O\left(\sum_{p>m} p^{-1}(p-1)^{-1}\right)=O\left(m^{-1}\right) .
$$

This, combined with the above estimation of $S_{1}$, proves our lemma.
18. According to (4.1) we can decide that

$$
\begin{equation*}
\prod_{\chi \in P} L(1, \chi)=\prod_{\chi \in Q(m)} L(1, \chi) \prod_{\chi \in P} \prod_{p \mid m}(1-\chi(p) / p)^{-1} . \tag{4.10}
\end{equation*}
$$

The product in the right-hand side of (4.10) can be treated in two parts. We estimate the product

$$
\prod_{x \in Q(m)} L(1, \chi)
$$

by using Tatuzawa's method [17].
We first write ([17], p. 109; cf. [12], p. 449)

$$
\begin{equation*}
\prod_{\chi \in Q^{\prime}} L(1, \chi)=\exp \left(\sum_{\chi \in Q^{\prime}} \sum_{n \geqslant 2} \chi(n) \Lambda(n)(n \log n)^{-1}\right) . \tag{4.11}
\end{equation*}
$$

From the exponent of the equation (4.11) we distinguish a finite sum being extended over all integers $n$ such that

$$
2 \leqq n \leqq W=\left[\exp \left(\log ^{3} m\right)\right]
$$

We denote $V=3 m$ and divide this sum into five parts as follows:

$$
\begin{aligned}
& \sum_{1}=\sum_{p<V} p^{-1}\left(\sum_{\chi} \chi(p)\right), \quad \sum_{2}=\sum_{V<p \leqq W} p^{-1}\left(\sum_{\chi} \chi(p)\right), \\
& \sum_{3}=-\sum_{p \leqq W} p^{-1} \chi^{\prime}(p), \sum_{4}=\sum_{p^{n} \leqq W} \sum_{n \geqq 2}\left(n p^{n}\right)^{-1}\left(\sum_{\chi} \chi\left(p^{n}\right)\right), \\
& \sum_{5}=-\sum_{p^{n} \leqq W} \sum_{n \geqq 2}\left(n p^{n}\right)^{-1} \chi^{\prime}\left(p^{n}\right),
\end{aligned}
$$

where in $\Sigma_{\chi} \quad \chi$ runs through all the characters of $Q(m)$. In addition we denote

$$
\sum_{6}=\sum_{n>W} \sum_{\chi \in Q^{\prime}} \chi(n) A(n)(n \log n)^{-1}
$$

Now our object is to estimate $\Sigma_{j}$ by using the above lemmas. It follows. by lemma 7, that

$$
\begin{gathered}
\left|\sum_{1}\right| \leqq \frac{1}{2} \varphi(m) \sum_{\substack{p<V \\
p \equiv \pm 1(\bmod m)}} p^{-1} \\
\leqq \varphi(m)_{m j-1<V} \sum_{j}(m j-1)^{-1}=O\left(\varphi(m) m^{-1} \sum_{j \leqq 4} j^{-1}\right)=O(1) .
\end{gathered}
$$

From lemma 15 we get, by using Abel's partial summation,

$$
\begin{gathered}
\left|\sum_{2}\right| \leqq \frac{1}{2} \varphi(m) \sum_{\substack{V<p \leqq W \\
p \equiv 1(\bmod m)}} p^{-1} \\
=\frac{1}{2} q(m) \sum_{V<n \leqq W-1}(\pi(n, m,+1)+\pi(n, m,-1))\left(n^{-1}-(n+1)^{-1}\right)+O(1) \\
=O\left(\int_{V}^{W}(\xi \log (\xi / m))^{-1} d \xi\right)+O(1)=O(\log \log m)
\end{gathered}
$$

By lemma 14, we get

$$
\sum_{3}=O(\log \log m)
$$

and from lemma 21 it follows that

$$
\left|\sum_{4}\right| \leqq \frac{1}{2} \varphi(m) \sum_{\substack{p^{n} \leqq W \\ p^{n} \equiv \pm 1(\bmod m)}} \sum_{n \geqq 2}\left(n p^{n}\right)^{-1}=O(\omega(m))
$$

It is easy to verify that

$$
\sum_{5}=O(1)
$$

From lemma 17 we finally get, by Abel's partial summation,

$$
\begin{gathered}
\sum_{6}=\sum_{n>W} U(n)\left(n^{-1} / \log n-(n+1)^{-1} / \log (n+1)\right) \\
+(U(W+1)-U(W)) /((W+1) \log (W+1))-U(W+1) /((W+1) \log (W+1)) \\
=O\left(\int_{W}^{\infty} \xi^{-1} \log ^{-2} \xi d \xi\right)+O(1)=O(1)
\end{gathered}
$$

Combining the above estimations we may, by (4.11), write
$\exp (-c(\log \log m+\omega(m)))<\left|\prod_{\chi \in Q^{\prime}} L(1, \chi)\right|<\exp (c(\log \log m+\omega(m)))$.
It is known that

$$
L(1, \chi)=O(\log m)
$$

This and lemma 18 yields

$$
c(\varepsilon) m^{-s}<\left|L\left(1, \chi^{\prime}\right)\right|<e^{c \log \log m}
$$

In addition we have, by lemma 19,

$$
\begin{equation*}
\exp (-c(\log \log m+\omega(m)))>m^{-c / \log \log m}>c(\varepsilon) m^{-\varepsilon} \tag{4.12}
\end{equation*}
$$

Collecting these results we obtain

$$
\begin{equation*}
c(\varepsilon) m^{-\varepsilon}<\left|\prod_{\chi \in Q(m)} L(1, \chi)\right|<\exp (c(\log \log m+\omega(m))) \tag{4.13}
\end{equation*}
$$

19. In order to estimate the product (cf. (4.10))

$$
\Pi=\prod_{\chi \in P} \prod_{p \mid m}(1-\chi(p) / p)^{-1}
$$

we write

$$
\begin{equation*}
\Pi=\exp \left(\sum_{\chi \in P} \sum_{P} \sum_{m}^{\infty} \chi\left(p^{n}\right) n^{-1} p^{-n}\right) \tag{4.14}
\end{equation*}
$$

It follows from lemma 7 that

$$
\left|\sum_{\chi \in P} \chi\left(p^{n}\right)\right|=\left\{\begin{array}{l}
\frac{1}{2} \varphi\left(m_{p}\right) \text { if } p^{n} \equiv \pm 1\left(\bmod m_{p}\right) \text { and } m_{p}>1 \\
0 \text { otherwise }
\end{array}\right.
$$

where $m_{p}$ denotes the greatest divisor of $m$ prime to $p$. Let $\zeta$ denote the least positive exponent such that

$$
p^{*} \equiv \pm 1\left(\bmod m_{p}\right)
$$

Now if

$$
\begin{equation*}
p^{v} \equiv \pm 1\left(\bmod m_{p}\right) \tag{4.15}
\end{equation*}
$$

then $\zeta \mid v$ and, on the other hand, if $\zeta \mid v$ then (4.15) holds. Since we can write

$$
\sum_{j=1}^{\infty}\left(p^{-\Sigma}\right)^{j}=\left(p^{-}-1\right)^{-1} \leqq 3\left(p^{-} \pm 1\right)^{-1} \leqq 3 m_{p}^{-1}
$$

we have

$$
\sum_{\chi \in P} \sum_{p \backslash m} \sum_{n=1}^{\infty} \chi\left(p^{n}\right) n^{-1} p^{-n}=O\left(\sum_{p \backslash m} \varphi\left(m_{p}\right) / m_{p}\right)=O(\omega(m)) .
$$

Hence

$$
e^{-c \omega(m)}<|\Pi|<e^{c \omega(m)}
$$

This, together with (4.13) and lemma 19 (cf. (4.12)), yields

$$
\begin{equation*}
c(\varepsilon) m^{-\varepsilon}<\left|\prod_{\chi \in P} L(\mathbf{1}, \chi)\right|<\exp (c(\log \log m+\omega(m))) \tag{4.16}
\end{equation*}
$$

From (3.4) and (4.16), it now follows that theorem 1 is true. As we see, the upper bound in (4.16) depends essentially on $\omega(m)$, because there exists an infinity of the numbers $m$ such that

$$
\omega(m)>c \log m / \log \log m
$$

In order to get a sharper upper bound we find, on the other hand, that we must mainly focus our attention on the series appearing in lemma 21 and in (4.14).

## § 5. Proof of theorem 2

20. From theorem 1 and lemma 19, it follows that

$$
c(\varepsilon) m^{-\varepsilon}<h_{1}(m) / G<c(\varepsilon) m^{\varepsilon}
$$

This can be also represented in the form

$$
\begin{equation*}
\log \left(h_{1}(m) / G\right) / \log m=\varepsilon(m) \tag{5.1}
\end{equation*}
$$

where $\varepsilon(m) \rightarrow 0$, when $m$ tends to infinity.
Let us denote

$$
m=p_{1}^{u}{ }_{1} p_{2}^{u_{2}} \ldots p_{l}^{u_{l}}
$$

where $p_{1}, p_{2}, \ldots, p_{l}$ are distinct primes. We define

$$
\begin{equation*}
E(m)=\sum_{j=1}^{l}\left(u_{j}-\left(p_{j}-1\right)^{-1}\right) \log p_{j} \tag{5.2}
\end{equation*}
$$

Since $4 \mid m$, whenever $m$ is even, we get

$$
\left(p_{j}-1\right)^{-1} \leqq \frac{1}{2} u_{j}
$$

This yields the inequality

$$
\begin{equation*}
E(m) \geqq \frac{1}{2} \log m \tag{5.3}
\end{equation*}
$$

From the prime divisors of $m$ we choose $p_{j}$ arbitrarily and denote $p=p_{j}$ and $u=u_{j}$. We can thus write the discriminant $d$ in the form (cf. [6], p. 508)

$$
\begin{equation*}
\log |d|=\varphi(m) E(m)=\varphi \varphi_{p}\left(\left(u-(p-1)^{-1}\right) \log p+E(k)\right) \tag{5.4}
\end{equation*}
$$

where $k=m / p^{u}, \varphi=\varphi(k)$ and $\varphi_{p}=\varphi\left(p^{u}\right)$. Let $q>p$ be a prime such that $q+k$. We denote by $d_{1}$ the discriminant of the cyclotomic field $k\left(\exp \left(2 \pi i / m_{1}\right)\right)\left(m_{1}=q^{u} k\right)$. We now get, by (5.2) and (5.4),

$$
\begin{align*}
\log \left|d_{1} / d\right| & =\varphi\left(\varphi_{q}\left(u-(q-1)^{-1}\right) \log q-\varphi_{p}\left(u-(p-1)^{-1}\right) \log p\right)  \tag{5.5}\\
& +\varphi\left(\varphi_{q}-\varphi_{p}\right) E(k)>\varphi\left(\varphi_{q}-\varphi_{p}\right) E(m)
\end{align*}
$$

It now follows from the equation (1.1) and the inequality (5.5) that

$$
\begin{aligned}
\log \left(G_{1} / G\right) & >\log \left(\varrho_{1} / \varrho\right)+\log \left(\varrho_{1}^{\prime} / \varrho^{\prime}\right)-\frac{1}{2} \varphi\left(\varphi_{q}-\varphi_{p}\right) \log 2 \pi \\
& +\varphi\left(\varphi_{q}-\varphi_{p}\right) E(m) / 4+u \log (q / p),
\end{aligned}
$$

where $G_{1}=G\left(m_{1}\right), \varrho_{1}=\varrho\left(m_{1}\right)$ and $\varrho_{1}^{\prime}=\varrho^{\prime}\left(m_{1}\right)$. We get, by (5.3),

$$
\begin{equation*}
(1 / 4-c) E(m)>\frac{1}{2} \log 2 \pi \quad(0<c<1 / 4) \tag{5.6.}
\end{equation*}
$$

when $m$ is great enough. It is easy to verify that

$$
\log \left(\varrho_{1} / \varrho\right)+\log \left(\varrho_{1}^{\prime} / \varrho^{\prime}\right) \geqq 0
$$

Hence

$$
\begin{equation*}
\log \left(G_{1} / G\right)>c \varphi p^{u-1} E(m)+u \log (q / p) \tag{5.7}
\end{equation*}
$$

By (5.1) and (5.7), we obtain
$\log \left(h_{1}\left(m_{1}\right) / h_{1}(m)\right)>c \varphi p^{u-1} E(m)+u \log (q / p)+\varepsilon\left(m_{1}\right) \log m_{1}-\varepsilon(m) \log m$.
Let $m$ now be so great that $\left|\varepsilon\left(m_{1}\right)\right|$ and $|\varepsilon(m)|$ are less than $c / 4$. Furthermore, we have, by (5.3),

$$
\log \left(h_{1}\left(m_{1}\right) / h_{1}(m)\right)>\frac{1}{2} c\left(\varphi p^{u-1}-1\right) \log m \geqq 0
$$

This implies the result

$$
h_{1}\left(q^{u} k\right) / h_{1}\left(p^{u} k\right)>1
$$

when $q>p,(p q, k)=1$, and $m=p^{u} k$ is great enough.
21. We denote by $d_{2}$ the discriminant of the cyclotomic field $k\left(e^{2 \pi i / p m}\right)$, where $p(\geqq 2)$ is a prime factor of $m$. Then

$$
\begin{aligned}
\log \left|d_{2} / d\right|=\left(\varphi_{p}^{\prime}(u+1\right. & \left.\left.-(p-1)^{-1}\right)-\varphi_{p}\left(u-(p-1)^{-1}\right)\right) \varphi \log p \\
& +\varphi\left(\varphi_{p}^{\prime}-\varphi_{p}\right) E(k)
\end{aligned}
$$

where $\varphi_{p}^{\prime}=\varphi\left(p^{u+1}\right)$. This leads to the inequality

$$
\begin{equation*}
\log \left|d_{2} / d\right|>\varphi\left(\varphi_{p}^{\prime}-\varphi_{p}\right) E(m) \tag{5.8}
\end{equation*}
$$

It now follows from (1.1) and (5.8) that

$$
\begin{aligned}
\log \left(G_{2} / G\right)> & \log \left(\varrho_{2} / \varrho\right)+\log \left(\varrho_{2}^{\prime} / \varrho^{\prime}\right)-\frac{1}{2} \varphi\left(\varphi_{p}^{\prime}-\varphi_{p}\right) \log 2 \pi \\
& +\varphi\left(\varphi_{p}^{\prime}-\varphi_{p}\right) E(m) / 4+\log p
\end{aligned}
$$

where $G_{2}=G(p m), \varrho_{2}=\varrho(p m)$ and $\varrho_{2}^{\prime}=\varrho^{\prime}(p m)$. When $m$ is great enough then (5.6) holds and

$$
\begin{equation*}
\log \left(G_{2} / G\right)>c \varphi\left(\varphi_{p}^{\prime}-\varphi_{p}\right) E(m)+\log p \tag{5.9}
\end{equation*}
$$

We can decide, by (5.1) and (5.9), that

$$
\log \left(h_{1}(p m) / h_{1}(m)\right)>c \varphi p^{u-1} E(m)+\log p+\varepsilon(p m) \log p m-\varepsilon(m) \log m
$$

We choose $m$ so great that $|\varepsilon(p m)|$ and $|\varepsilon(m)|$ are less than $c / 4$. If in addition we apply (5.3), we thus get

$$
\log \left(h_{1}(p m) / h_{1}(m)\right)>\frac{1}{2} c\left(\varphi p^{u-1}-1\right) \log m \geqq 0
$$

Hence

$$
h_{1}(p m) / h_{1}(m)>1
$$

22. We suppose that $q$ is an odd prime such that $q+m$. Let us denote by $d_{3}$ the discriminant of the cyclotomic field $k\left(e^{2 \pi i / q m}\right)$. We may now write, by (5.4),

$$
\begin{aligned}
\log \left|d_{3}\right| d \mid=(q-1) \varphi(m) & \left((q-2)(q-1)^{-1} \log q+E(m)\right)-q(m) E(m) \\
& >(q-2) \varphi(m) E(m)
\end{aligned}
$$

Furthermore, we get

$$
\begin{aligned}
\log \left(G_{3} / G\right)> & \log \left(\varrho_{2} / \varrho\right)+\log \left(\varrho_{3}^{\prime} / \varrho^{\prime}\right)-\frac{1}{2}(q-2) \varphi(m) \log 2 \pi \\
& +(q-2) \varphi(m) E(m) / 4+\log q
\end{aligned}
$$

where $G_{3}=G(q m), \varrho_{3}=\varrho(q m)$ and $\varrho_{3}^{\prime}=\varrho^{\prime}(q m)$. It is easy to verify that

$$
\log \left(\varrho_{3}^{\prime} / \varrho^{\prime}\right)=0, \quad \log \left(\varrho_{3} / \varrho\right) \geqq-\log m^{1 / 4}
$$

If $m$ is great enough then

$$
\log \left(G_{3} / G\right)>c(q-2) \varphi(m) E(m)+\log \left(q / m^{1 / 4}\right)
$$

Further we have

$$
\begin{gathered}
\log \left(h_{1}(q m) / h_{1}(m)\right)>c(q-2) \varphi(m) E(m)+\log \left(q / m^{1 / 4}\right)+\varepsilon(q m) \log (q m) \\
-\varepsilon(m) \log m
\end{gathered}
$$

If $m$ is great then $|\varepsilon(q m)|$ and $|\varepsilon(m)|<c / 4$, and

$$
\log \left(h_{1}(q m) / h_{1}(m)\right)>\frac{1}{2} c\left((q-2) \varphi(m)-1-(2 c)^{-1}\right) \log m
$$

Since $\varphi(m) \rightarrow \infty$, when $m$ tends to infinity, then

$$
(q-2) \varphi(m)>1+(2 c)^{-1}
$$

for great values of $m$. Hence

$$
h_{1}(q m) / h_{1}(m)>1
$$

In the same way we can show that if $m$ is odd then

$$
\begin{equation*}
h_{1}(4 m)>h_{1}(m) \tag{5.10}
\end{equation*}
$$

when $m$ is great enough. Namely, if we denote by $d_{4}$ the discriminant of the cyclotomic field $k\left(e^{2 \pi i / 4 m}\right)$, we have

$$
\log \left|d_{4} / d\right| \geqq \varphi(m) E(m)+4 \log 2
$$

This yields, by (5.6),

$$
\log \left(G_{4} / G\right)>c \varphi(m) E(m)+\log \left(4 / m^{1 / 4}\right)
$$

where $G_{4}=G(4 m)$ and $m$ is great enough. For great values of $m$ we thus get, by (5.1) and (5.3),

$$
\log \left(h_{1}(4 m) / h_{1}(m)\right)>\frac{1}{2} c\left(\varphi(m)-1-(2 c)^{-1}\right) \log m .
$$

This implies (5.10).
Our theorem is thus established.

## Chapter II

## DIRICHLET'S L-FUNCTIONS

## § 6. Theorem 3 and preliminary lemmas

23. In this chapter we consider the functions

$$
L(s, \chi)=\sum_{n=1}^{\infty} \chi(n) n^{-s}
$$

where $\chi(n)$ is a character $(\bmod k)$. Our intention is to prove the following
Theorem 3. Let $k(\geqq 3)$ be a natural number, $\varepsilon$ an arbitrary positive number, $\delta$ a positive number $<\frac{1}{2}$ and

$$
\tau=\tau(k)= \begin{cases}\omega(k) & \text { if } 2+k, \\ \omega(k)+1 & \text { if } 2 \mid k .\end{cases}
$$

If the extended Riemann hypothesis is true, there exists for every given pair $s$ and $k$, where

$$
\begin{equation*}
s \geqq \eta=(\tau+\delta) /(\tau+1), k>k_{0}(\varepsilon, \delta), \tag{6.1}
\end{equation*}
$$

a non-principal character $\chi(n)(\bmod k)$ such that

$$
L(s, \chi)<1+\varepsilon .
$$

If $k=p^{u}$, where $p$ is an odd prime, we get for $s$ the condition

$$
s \geqq(1+\delta) / 2,
$$

and we can thus decide that the above theorem implies the result of Ankeny and Chowla (cf. e.g. [2], p. 487).
24. In order to prove theorem 3 we apply some lemmas expressed in the preceding chapter. In addition we need the following lemmas:

Lemma 22. If the extended Riemann hypothesis is true and $(k, l)=1$ then

$$
\pi(x, k, l)=\varphi(k)^{-1} \int_{\dot{2}}^{x} d \xi / \log \xi+O\left(x^{\frac{1}{2}} \log x\right)
$$

where the constant implied in the $O$ symbol is independent on $k$ (cf. e.g. [14], p. 236).

It should be noted that the restriction $x \geqq k$ made for instance in Prachar's book is plainly unnecessary, for

$$
\pi(x, k, l)=O(1), \varphi(k)^{-1} \int_{2}^{x} d \xi / \log \xi=O\left(x^{\frac{1}{2}} \log x\right)
$$

when $x<k$.
Lemma 23. If $s$ denotes a complex number then

$$
L(s, \chi)=\exp \left(\sum_{p, n} \chi\left(p^{n}\right) n^{-1} p^{-n s}\right)(\sigma>1),
$$

where $\sigma$ is the real part of $s, p$ runs through the primes and $n$ through all the natural numbers (cf. e.g. [12], p. 459).

## $\S 7$. Proof of theorem 3

25. Let us define

$$
b_{n p}=\left\{\begin{aligned}
1 & \text { if } p^{n} \equiv \quad 1(\bmod k) \\
-1 & \text { if } p^{n} \equiv-1(\bmod k) \\
0 & \text { elsewhere }
\end{aligned}\right.
$$

( $k \geqq 3$ according to the hypothesis). Combining this definition with lemma 7 we get

$$
\sum_{\chi \in Q(k)} \chi\left(p^{n}\right)=\frac{1}{2} \varphi(k) b_{n p} .
$$

If we first assume that $s$ is a complex number, we thus have, by lemma 23,
(7.1) $\prod_{x \in Q(k)} L(s, \chi)=\exp \left(\frac{1}{2} \varphi(k)\left(\sum_{p} b_{p} p^{-s}+\sum_{p} \sum_{n=2}^{\infty} b_{n p} n^{-1} p^{-n s}\right)\right)(\sigma>1)$,
where $b_{p}=b_{1 p}$.
Denote

$$
B(x)=\sum_{p \leqq x} b_{p}
$$

From lemma 22 we now obtain

$$
\begin{equation*}
B(x)=\pi(x, k, 1)-\pi(x, k,-1)=O\left(x^{\frac{1}{2}} \log x\right) . \tag{7.2}
\end{equation*}
$$

Suppose $\sigma>\frac{1}{2}$. By using Abel's partial summation we obtain

$$
\begin{gather*}
\sum_{y<p \leqq x} b_{p} p^{-\sigma}=\sum_{y<n \leqq x-1} B(n)\left(n^{-\sigma}-(n+1)^{-\sigma}\right)+B(x)[x]^{-\sigma}  \tag{7.3}\\
-B(y)([y]+1)^{-\sigma} .
\end{gather*}
$$

Since

$$
\begin{equation*}
n^{-\sigma}-(n+1)^{-\sigma}=\sigma \int_{n}^{n+1} \xi^{-\sigma-1} d \xi \leqq \sigma n^{-\sigma-1} \tag{7.4}
\end{equation*}
$$

it follows from (7.2), (7.3), and (7.4) that
(7.5) $\sum_{y<p \leqq x} b_{p} p^{-\sigma}=O\left(\sigma \sum_{y<n \leqq x-1} n^{-x-\frac{1}{2}} \log n+x^{-\sigma+\frac{1}{2}} \log x+y^{-\sigma+\frac{1}{2}} \log y\right)$.

Since $\sigma>\frac{1}{2}$, the series

$$
\sum_{n=2}^{\infty} n^{-\alpha-\frac{1}{2}} \log n
$$

converges, and from (7.5) we get

$$
\sum_{y<p \leqq x} b_{p} p^{-\sigma}=C\left(\varepsilon^{\prime}\right)\left(y>y_{0}\left(\varepsilon^{\prime}\right)\right)
$$

where $\varepsilon^{\prime}$ is an arbitrary positive number. We can thus conclude that the Dirichlet series

$$
\sum_{p} b_{p} p^{-s}
$$

converges. Therefore it presents an analytic function of $s$, whenever $\sigma>\frac{1}{2}$ (cf. [12], p. 157). Further the series

$$
\begin{equation*}
\sum_{p} \sum_{n=2}^{\infty} b_{n p} n^{-1} p^{-n s} \tag{7.6}
\end{equation*}
$$

is clearly an analytic function of $s$ for $\sigma>\frac{1}{2}$, in fact without any hypothesis. Hence by the theory of analytic continuation it follows that (7.1) proved for $\sigma>1$, is also true for $\sigma>\frac{1}{2}$ on the assumption of the extended Riemann hypothesis.
26. Our intention is to estimate the series in the right-hand side of (7.1) as a function of $k$. Let us restrict $s$ to be real, and in addition we assume that $s$ satisfies the inequality in (6.1). If we in (7.3) take $y=k-2$ and if $x$ tends to infinity, we get (cf. (7.5.))

$$
\begin{gather*}
\sum_{p} b_{p} p^{-s}=O\left(s \sum_{n=k-1}^{\infty} n^{-s-\frac{1}{2}} \log n\right)  \tag{7.7}\\
=O\left(s \int_{k-2}^{\infty} \xi^{-s-\frac{1}{2}} \log \xi d \xi\right)=O\left((k-2)^{-s / 2} \log k\right),
\end{gather*}
$$

where the constant implied in $O$ depends only on $\delta$. Here we have made use of the inequalities

$$
\begin{equation*}
2 s-1 \geqq \delta, \quad 2 s /(2 s-1) \leqq(1+\delta) / \delta \tag{7.8}
\end{equation*}
$$

We next estimate the series (7.6) by applying the same method as before in the proof of lemma 21 . We denote the series by $S_{3}$ and write

$$
\left|S_{3}\right| \leqq S_{4}+S_{5}
$$

where

$$
S_{4}=\sum_{\substack{p \ll k \\ p^{n} \equiv \pm 1(\bmod k)}}^{\infty} \sum_{n=2}^{\infty} n^{-1} p^{-n s}, S_{5}=\sum_{\substack{p>k \\ p^{n} \equiv \pm 1(\bmod k)}}^{\infty} \sum_{n=2}^{\infty} n^{-1} p^{-n s} .
$$

In order to estimate $S_{4}$ we write

$$
\begin{equation*}
S_{4}=\sum_{\substack{n=2 \\ p^{n} \equiv \pm 1(\bmod k)}}^{\infty} n^{-1} \sum_{\substack{p<k}} p^{-n s} . \tag{7.9}
\end{equation*}
$$

Denote

$$
\begin{equation*}
M(n)=2(n-1)^{r+1}+1, \quad V(n)=2 n^{r+1} \tag{7.10}
\end{equation*}
$$

whence it follows that

$$
N(n)-M(n)>2 n^{\top} .
$$

since $n \geqq 2$. From lemma 20 it now follows that we can express the numbers $p^{n}$ in the form (4.6), where $M(n)$ and $N(n)$ are defined by (7.10). If we make use of the definition (4.7), we obtain

$$
\sum_{p<k} p^{-n s} \leqq \sum_{j=M(n)}^{N(n)}\left(v_{j} k-1\right)^{-s}<(k-1)^{-s} \sum_{j=M(n)}^{N(n)} v_{j}^{-s} .
$$

We denote

$$
V_{n}=\sum_{j=M(n)}^{N(n)} v_{j}^{-s}, \quad V(x)=\sum_{2 \leqq n \leqq x} V_{n} .
$$

By using Abel's partial summation we now get

$$
\sum_{2 \leqq n \leqq x} V_{n} / n=\sum_{2 \leqq n \leqq x-1} V(n) n^{-1}(n+1)^{-1}+V(x) /[x] .
$$

Since $M(n+1)=N(n)+1$, we have

$$
V(n)=\sum_{j=3}^{N(n)} v_{j}^{-s} \leqq 2 \sum_{j=1}^{N(n)} j^{-n} .
$$

Hence

$$
V(n)=O\left(\int_{0}^{N(n)} \xi^{-n} d \xi\right)=O\left((\tau+1) n^{1-\delta}\right)
$$

where the constant implied in $O$ is an absolute one. Furthermore, we get

$$
\sum_{2 \leqq n \leqq x} V_{n} / n=O\left((\tau+1)\left(\sum_{2 \leqq n \leqq x-1} n^{-1-\delta}+x^{-\lambda}\right)\right)=O(\tau+1),
$$

where the constant implied in $O$ depends on $\delta$ alone. From lemma 19 and from the equation (7.9) it follows that

$$
\begin{equation*}
S_{4}=O\left(\tau(k-1)^{-\eta}\right)=O\left((k-1)^{-\frac{1}{2}} \log k\right), \tag{7.11}
\end{equation*}
$$

where the symbol $O$ implies a constant, which depends on $\delta$ alone.
Finally we estimate the series $S_{5}$ as follows:

$$
S_{5}=O\left(\sum_{p>k} p^{-2 s}\right)=O\left(\sum_{n>k}(\pi(n)-\pi(n-1)) n^{-2 s}\right)
$$

where $\pi(n)$ denotes, as usual, the number of primes not exceeding $n$. Since $\pi(n)=O(n / \log n)$, we have

$$
\begin{equation*}
S_{5}=O\left(s \sum_{n>k} n^{-2 s} / \log n\right)+O\left(k^{1-2 s} / \log k\right)=O\left(k^{-\gamma} / \log k\right) \tag{7.12}
\end{equation*}
$$

where the constant in $O$ depends only on $\delta$. Here we have made use of the inequalities (7.8). Combining the results (7.1), (7.7), (7.11), and (7.12) we get

$$
\prod_{\chi \in Q(k)} L(s, \chi)=\exp (\psi(k) \psi(k)),
$$

where $\psi(k) \rightarrow 0$, when $k$ tends to infinity. This proves our theorem.

## Chapter III

## THE FIRST FACTOR OF THE CLASS NUMBER OF THE CYCLOTOMIC FIELD $k\left(\exp \left(2 \pi i / p^{u}\right)\right)$

## § 8. Theorems and preliminaries

27. In this chapter we restrict ourselves to the case $m=p^{u}$.

Let $r$ denote a primitive root $(\bmod m), r_{j}$ the smallest positive remainder of $r^{j}(\bmod m), g=\frac{1}{2} \varphi(m)$, and

$$
\begin{equation*}
q_{j}=\left(r r_{j}-r_{j+1}\right) / m \tag{8.1}
\end{equation*}
$$

When $p$ is an odd prime, Inkeri [9] has shown that $h_{1}(p)$ can be expressed as a determinant as follows:

$$
h_{1}(p)=D=\left\{\begin{array}{ccccc}
q_{g} & q_{g-1} & \ldots & q_{1} & q_{0} \\
q_{g+1} & q_{g} & \ldots & q_{2} & q_{1} \\
\cdot & \cdot & \ldots & \cdot & \cdot  \tag{8.2}\\
q_{2 g-2} & q_{2 g-3} & \ldots & q_{g-1} & q_{g-2} \\
r_{g} & r_{g-1} & \ldots & r_{1} & r_{0} \\
1 & 1 & \ldots & 1 & 1
\end{array}\right.
$$

If $p$ is further an odd prime and $(k, p)=1$, we define $k^{\prime}$ by the congruence $k k^{\prime} \equiv 1(\bmod p)$. Denote by $D_{p}$ the so-called Maillet's determinant

$$
\begin{equation*}
\operatorname{det}\left(\lambda\left(j k^{\prime}\right)\right)\left(j, k=1,2, \ldots, \frac{1}{2}(p-1)\right) \tag{8.3}
\end{equation*}
$$

where $\hat{\lambda}(j)$ is the smallest positive remainder of $j(\bmod p)$. In section 6 we mentioned that the determinant (8.3) is equal to $h_{1}(p)$ multiplied by a power of $p$. Therefore there exists a connection with the determinants (8.2) and (8.3). In this chapter we show that this connection can be found without applying the theory of class number.
28. Denote $\mu=p^{u-1}, \quad w=\frac{1}{2} \varphi(\mu)$, and $v=(p-1) w$. In section 6 we mentioned the factor $K$. In the case $p=2, u \geqq 3$ it can be represented in the form (cf. e.g. [19], pp. 796-802)

$$
\begin{equation*}
K=2^{-w+1} \prod_{j} F\left(\vartheta^{j}\right) \tag{8.4}
\end{equation*}
$$

Here $\vartheta=\exp (2 \pi i / \varphi(\mu)), j$ takes the values $1,3, \ldots, 2 w-1$. and

$$
\begin{equation*}
F(x)=\sum_{j=0}^{w-1} c_{j} x^{j} \tag{8.5}
\end{equation*}
$$

where $c_{j}=+1$ or -1 if the absolutely smallest remainder of $5^{j}\left(\bmod 2^{u}\right)$ is positive or negative respectively.

In the case $p \geqq 3, u \geqq 2$ the factor $K$ can be written in the form (cf. [20], p. 204)

$$
\begin{equation*}
K=2^{-v} p^{-v u+1} \prod_{j} H\left(\Theta^{j}\right) . \tag{8.6}
\end{equation*}
$$

Here $j$ assumes all odd values less than $\varphi\left(p^{u}\right)$, except the multiples of $p, \Theta=\exp \left(2 \pi i / \varphi\left(p^{u}\right)\right)$ and

$$
H(x)=\sum_{n} n x^{k}
$$

where $k=\operatorname{ind}_{r} n\left(\bmod p^{u}\right)$ and $n$ runs through the numbers $1,2, \ldots$, $p^{u}-1$, except the multiples of $p$.

Our intention is to prove the following theorems:
Theorem 4. If $p=2$ and $u \geqq 3$, the factor $K$ can be represenied in the form

$$
K= \pm D\left(2^{u}\right)= \pm\left|\begin{array}{lll}
c_{0} & c_{1} & c_{2} \ldots c_{w-1}  \tag{8.7}\\
e_{0} & e_{1} & e_{2} \ldots e_{w-1} \\
e_{1} & e_{2} & e_{3} \ldots e_{w} \\
\cdot & . & \ldots \\
e_{w-2} & e_{w-1} & e_{w} \ldots e_{2 w-3}
\end{array}\right|
$$

where $e_{j}=\frac{1}{2}\left(c_{j}+c_{j+1}\right)$.
Theorem 5. If $p \geqq 3$ and $u \geqq 2, K$ is equal to the determinant

$$
\pm\left|\begin{array}{llllll|}
e_{00} & e_{01} & \ldots e_{0, w-1} & e_{1,0} & \ldots e_{1, w-1} & \ldots e_{p-2, w-1} \\
g_{00} & g_{01} & \ldots g_{0, w-1} & g_{1,0} & \ldots g_{1, w-1} & \ldots g_{p-2, w-1} \\
g_{01} & g_{02} & \ldots g_{0, w} & g_{1,1} & \ldots g_{1, w} & \ldots g_{p-2, w} \\
. & . & \ldots & . & \ldots & \ldots . \\
g_{0, v-2} & g_{0, v-1} & \ldots g_{0, v+w-3} & g_{1, v-2} \ldots g_{1, v+w-3} \ldots g_{p-2, v-w-3}
\end{array}\right|
$$

where the integers $e_{j k}$ and $g_{j k}$ are defined by the equations

$$
\begin{align*}
& e_{j k}= \begin{cases}\left(r_{j w+k}-r_{v+k}\right) / \mu & \text { if } 2 \mid j, \\
\left(r_{(p+j) w+k}-r_{v+k}\right) / \mu & \text { if } 2+j,\end{cases}  \tag{8.8}\\
& g_{j k}= \begin{cases}q_{j w+k}-q_{v+k} & \text { if } 2 \backslash j, \\
q_{(p+j) w+k}-q_{v+k} & \text { if } 2+j\end{cases} \tag{8.9}
\end{align*}
$$

If $D(m)$ denotes the determinant in theorem 5 then it follows from the above results that $h_{1}\left(p^{u}\right)$ can be written as a product of the determinants in the form

$$
h_{1}\left(p^{u}\right)= \pm D D\left(p^{2}\right) D\left(p^{3}\right) \cdots D\left(p^{u}\right)
$$

where $D=D\left(p^{2}\right)=1$, when $p=2$.
From the theorems 4 and 5 we can conclude that the factors $K$ and $h_{1}\left(p^{u}\right)$ are integers. These results have been shown earlier by means of different methods.

As a consequence of theorems 4 and 5 we can prove
Theorem 6. The integer $K$ satisfies an inequality

$$
K \leqq \begin{cases}2^{(u-3) w / 2} & \text { if } p=2  \tag{8.10}\\ 2^{u(2 p-1) /(p-1)-(v+3) / 2} p^{(v u+w) / 2+1} & \text { if } p>2\end{cases}
$$

If we apply theorem 6 for the case $p=2$, we obtain, by means of (10), for $h_{1}\left(2^{u}\right)$ an upper bound

$$
\begin{equation*}
h_{1}\left(2^{u}\right) \leqq 2^{(u-4) w+1} \tag{8.11}
\end{equation*}
$$

Also in the case $p>2$ it is possible to get, by means of (10) and (8.10) an upper bound for $h_{1}\left(p^{u}\right)$, which, however, we do not give explicitly.

It is easy to verify that if $p^{u}$ is great, the asymptotic approximation (7) gives for $h_{1}\left(p^{u}\right)$ an upper bound better than the above estimations.

## § 9. The connection with Inkeri's and Maillet's determinants

29. In this paragraph we denote by $p$ an odd prime. Further denote

$$
D_{p}(x)=\operatorname{det}\left(x+\lambda\left(j k^{\prime}\right)\right) \quad\left(j, k=1,2, \ldots, \frac{1}{2}(p-1)\right)
$$

From the definition (8.3) of Maillet's determinant it follows that

$$
\begin{equation*}
D_{p}(0)=D_{p} \tag{9.1}
\end{equation*}
$$

We observe that the last column of $D_{p}$ has the elements $p-2, p-4$, $\ldots, 1$. If we add the doubled first column to the last column both in $D_{p}$ and in $D_{p}(x)$, we get, by (9.1),

$$
\begin{equation*}
D_{p}(x)=(3 x+p) D_{p} / p \tag{9.2}
\end{equation*}
$$

If $x=-\frac{1}{2} p$, it follows from (9.2) that

$$
\begin{equation*}
D_{p}^{\prime}=-\frac{1}{2} D_{p} \tag{9.3}
\end{equation*}
$$

where

$$
D_{p}^{\prime}=D_{p}\left(-\frac{1}{2} p\right)=\operatorname{det}\left(\left\{j k^{\prime}\right\}\right) \quad\left(j, k=1,2, \ldots, \frac{1}{2}(p-1)\right)
$$

and

$$
\begin{equation*}
\{k\}=\lambda(k)-\frac{1}{2} p \tag{9.4}
\end{equation*}
$$

Denote by $r^{-j}$ an integer, which satisfies the congruence

$$
x r^{j} \equiv 1(\bmod p) .
$$

Further denote

$$
D_{p}^{\prime \prime}=\operatorname{det}\left(\left\{r^{j-k}\right\}\right) \quad\left(j, k=0,1, \ldots, \frac{1}{2}(p-3)\right) .
$$

The absolute values of the elements in the first column of $D_{p}^{\prime \prime}$ are

$$
\begin{equation*}
\left|\left\{r^{0}\right\}\right|,\left|\left\{r^{1}\right\}\right|,\left|\left\{r^{2}\right\}\right|, \ldots,\left|\left\{r^{(p-3) / 2}\right\}\right| \tag{9.5}
\end{equation*}
$$

We get by (9.4)

$$
\begin{equation*}
\left|\left\{r^{j}\right\}\right|=\left|r_{j}-\frac{1}{2} p\right|<\frac{1}{2} p \tag{9.6}
\end{equation*}
$$

We further have

$$
\left|r_{j}-\frac{1}{2} p\right| \neq\left|r_{k}-\frac{1}{2} p\right|
$$

if $j \neq k$ and $0 \leqq j, k \leqq \frac{1}{2}(p-3)$. Thus it follows that all the numbers in (9.5) are distinct. By means of (9.6) we can now deduce that the numbers in (9.5) are the numbers

$$
\begin{equation*}
1 / 2,3 / 2,5 / 2, \ldots,(p-2) / 2 \tag{9.7}
\end{equation*}
$$

disregarding the order. The numbers $|\{j\}|\left(j=1,2, \ldots, \frac{1}{2}(p-1)\right)$ are also the numbers (9.7) disregarding the order. Consequently we can decide that the numbers

$$
\left\{r^{0}\right\},\left\{r^{1}\right\},\left\{r^{2}\right\}, \ldots,\left\{r^{(p-3) / 2}\right\}
$$

coincide with the numbers $\{j\} \quad\left(j=1,2, \ldots, \frac{1}{2}(p-1)\right)$ disregarding the order and the sign. In the same way we can show that the numbers

$$
\left\{r^{0}\right\},\left\{r^{-1}\right\},\left\{r^{-2}\right\}, \ldots,\left\{r^{-(p-3) / 2}\right\}
$$

coincide with the numbers $\left\{j^{\prime}\right\}\left(j=1,2, \ldots, \frac{1}{2}(p-1)\right)$ disregarding the order and the sign. In addition we find that

$$
\left\{r^{j-k}\right\}=\left\{\begin{aligned}
\left\{l n^{\prime}\right\} \text { if }\left\{r^{j}\right\}= \pm\{l\} \text { and }\left\{r^{-k}\right\}= \pm\left\{n^{\prime}\right\}, \\
-\left\{l n^{\prime}\right\} \text { if }\left\{r^{j}\right\}= \pm\{l\} \text { and }\left\{r^{-k}\right\}=\mp\left\{n^{\prime}\right\} .
\end{aligned}\right.
$$

By interchanging rows (columns) suitably and by changing the signs of some rows (columns) we get

$$
\begin{equation*}
D_{p}^{\prime}= \pm D_{p}^{\prime \prime} \tag{9.8}
\end{equation*}
$$

Here we have made use of the above results.
30. It follows from (9.4) that $D_{p}^{\prime \prime}$ may be written in the form

$$
\left|\begin{array}{cclc}
r_{0}-\frac{1}{2} p & r_{-1}-\frac{1}{2} p & \ldots r_{-g+1}-\frac{1}{2} p \\
r_{1}-\frac{1}{2} p & r_{0}-\frac{1}{2} p & \ldots r_{-g+2}-\frac{1}{2} p \\
\cdot & \cdot & \ldots & \cdot \\
r_{g-1}-\frac{1}{2} p & r_{g-2}-\frac{1}{2} p & \ldots r_{0}-\frac{1}{2} p
\end{array}\right|
$$

where $g=\frac{1}{2}(p-1)$ and $r_{-j}=\lambda\left(r^{-j}\right)$. We double every column and interchange the $j$ th and the $(g-j+2)$ nd columns, when $j$ runs through the numbers $2, \ldots, \frac{1}{2} g$ if $2 \mid g$ or through the numbers $2, \ldots, \frac{1}{2}(g+1)$ if $2+g$. Then, by means of the equation

$$
2 r_{-j}-p=-\left(2 r_{g-j}-p\right)
$$

we get

$$
\pm 2^{g} D_{p}^{\prime \prime}=\left|\begin{array}{cc}
2 r_{0}-p & 2 r_{1}-p \ldots 2 r_{g-1}-p  \tag{9.9}\\
2 r_{1}-p & 2 r_{2}-p \ldots 2 r_{g}-p \\
\cdot & \cdot \\
2 r_{g-1}-p & 2 r_{g}-p \ldots 2 r_{2 g-2}-p
\end{array}\right|
$$

The determinant in the right-hand side of (9.9) appears in [9]. If we treat this determinant, we get (cf. [9], p. 9) the result

$$
\begin{equation*}
2 D_{p}^{\prime \prime}= \pm p^{g-1} D \tag{9.10}
\end{equation*}
$$

where $D$ denotes Inkeri's determinant defined by (8.2). From (9.3), (9.8), and (9.10) we finally conclude that

$$
D_{p}= \pm p^{(p-3) / 2} D
$$

## § 10. Proof of theorem 4

31. In order to write the product in (8.4) as a determinant we replace $x$ in (8.5) by $\vartheta$ and multiply both sides of the equation thus obtained by $\vartheta^{-1}$. Since

$$
\begin{equation*}
-\vartheta^{-1}=\vartheta^{w-1}, \tag{10.1}
\end{equation*}
$$

we get

$$
\begin{equation*}
0=c_{1}+c_{2} \vartheta+c_{3} \vartheta^{2}+\ldots-\left(c_{0}-F(\vartheta)\right) \vartheta^{w-1} \tag{10.2}
\end{equation*}
$$

We further multiply both sides of (10.2) by $\vartheta^{-1}$ and repeating this procedure $w-1$ times we have, by means of (10.1),

$$
\left\{\begin{array}{llll}
0=c_{0}-F(\vartheta) & +c_{1} \vartheta+\ldots & +c_{w-1} & \vartheta^{w-1}  \tag{10.3}\\
0=c_{1} & +c_{2} \vartheta+\ldots-\left(c_{0}-F(\vartheta)\right) & \vartheta^{w-1} \\
\cdot & \cdot & \ldots & \cdot \\
0=c_{w-1}-\left(c_{0}-F(\vartheta)\right) \vartheta-\ldots & -c_{w-2} & \vartheta^{w-1}
\end{array} .\right.
$$

By (10.3), we can deduce that

$$
\begin{array}{cccc:c}
c_{0}-F(\vartheta) & c_{1} & \cdots & c_{w-1} &  \tag{10.4}\\
c_{1} & c_{2} & & -c_{0}+F(\vartheta) & =0 . \\
\cdot & \cdot & \ldots & \cdot & \\
c_{w-1} & -c_{0}+F(\vartheta) \ldots-c_{w-2} &
\end{array}
$$

The expression (10.4) is an equation in $F(\vartheta)$ of degree $w$. This equation has solutions $F\left(\vartheta^{j}\right)$ when $j$ assumes the values $1,3, \ldots, 2 w-1$. The product of the solutions is equal to the constant coefficient of the equation disregarding the sign. We get this constant coefficient from (10.4) by replacing $F(\vartheta)$ by zero. We thus get

$$
\prod_{j} F\left(\vartheta^{j}\right)= \pm \begin{array}{cccc}
c_{0} & c_{1} & c_{2} \ldots & c_{w-1}  \tag{10.5}\\
c_{1} & c_{2} & c_{3} \ldots & -c_{0} \\
\cdot & \cdot & \ldots & \\
c_{w-1} & -c_{0} & -c_{1} \ldots & c_{w-2}
\end{array}
$$

where $j$ runs through the values $1,3,5, \ldots, 2 w-1$.
32. It is known that

$$
5^{w} \equiv 1+2^{u-1}\left(\bmod 2^{u}\right)
$$

( $u \geqq 3$ according to the hypothesis). Suppose

$$
b \equiv 5^{j}\left(\bmod 2^{u}\right) \quad\left(|b|<2^{u-1}\right)
$$

Since $b$ is an odd integer, we may write

$$
5^{w+j} \equiv\left(1+2^{u-1}\right) b \equiv 2^{u-1}+b\left(\bmod 2^{u}\right)
$$

From this we conclude that

$$
c_{w+j}=\left\{\begin{array}{l}
-1 \text { if } c_{j}=+1 \text { or } b>0 \\
+1 \text { if } c_{j}=-1 \text { or } b<0
\end{array}\right.
$$

This relation yields

$$
\begin{equation*}
c_{j}=-c_{w+j} \tag{10.6}
\end{equation*}
$$

The determinant in (10.5) may be written, by means of (10.6), in the form

$$
D^{\prime}\left(2^{u}\right)=\left|\begin{array}{cl}
c_{0} & c_{1} \ldots c_{w-1} \\
c_{1} & c_{2} \ldots c_{w} \\
\cdot & \cdot \\
c_{w-1} & c_{w}
\end{array} \ldots c_{2 w-2} .\right|
$$

We add the $j$ th row to the $(j+1)$ st row, when $j$ takes the values $w-1$, $w-2, \ldots, 1$. We thus get

$$
D^{\prime}\left(2^{u}\right)=2^{w-1} D\left(2^{u}\right),
$$

where $D\left(2^{u}\right)$ denotes the determinant defined in section 28 . This together with (8.4) proves theorem 4.

## $\S$ 11. Proof of theorem 5

33. Consider the expression (8.6). By a slight alteration of $H(x)$ we get

$$
\begin{equation*}
H(x)=\sum_{n=0}^{q(m)-1} r_{n} x^{n} \tag{11.1}
\end{equation*}
$$

Consider the product

$$
\begin{equation*}
T=\prod_{j} H\left(\Theta^{j}\right) \tag{11.2}
\end{equation*}
$$

where $j$ assumes all odd values less than $\varphi(m)$ except the multiples of $p$. We find that the numbers $\Theta^{j}$ satisfy an equation

$$
\begin{equation*}
x^{g}+1=0 \tag{11.3}
\end{equation*}
$$

where $g=\frac{1}{2} \varphi\left(p^{u}\right)$. Further we have, by (11.3),

$$
\begin{equation*}
\Theta^{g+j}=-\Theta^{j} \tag{11.4}
\end{equation*}
$$

By (11.1) and (11.4), we can now write $H(\Theta)$ in the form

$$
H(\Theta)=\sum_{n=0}^{g-1} a_{n} \Theta^{n}
$$

where

$$
\begin{equation*}
a_{n}=r_{n}-r_{g+n} \tag{11.5}
\end{equation*}
$$

We define a function $H(\Theta, x)$ as follows:

$$
\begin{equation*}
H(\Theta, x)=a_{0}+\left(a_{1}+x\right) \Theta+a_{2} \Theta^{2}+\ldots+a_{g-1} \Theta^{g-1} \tag{11.6}
\end{equation*}
$$

whence

$$
\begin{equation*}
H(\Theta, 0)=H(\Theta) \tag{11.7}
\end{equation*}
$$

34. Since (cf. [18], p. 417)

$$
\prod_{j}\left(r-\Theta^{j}\right)=\left(r^{g}+1\right) /\left(r^{w}+1\right),
$$

the numbers $\Theta^{j}$ satisfy an equation

$$
\begin{equation*}
x^{(p-1) w}=-1+x^{w}-x^{2 w}+\ldots+x^{(p-2) w} \tag{11.8}
\end{equation*}
$$

In order to formulate the expression $H(\Theta, x)$ for our purposes we need the equation

$$
\begin{equation*}
\Theta^{v+j}=-\Theta^{j}+\Theta^{w+j}-\Theta^{2 w+j}+\ldots+\Theta^{(p-2) w+j} \tag{11.9}
\end{equation*}
$$

which follows from (11.8).
Using (11.9) in (11.6) we get

$$
\begin{gather*}
0=c_{00}-H(\Theta, x)+\left(c_{01}+x\right) \Theta+\ldots+c_{0, w-1} \Theta^{w-1}  \tag{11.10}\\
+c_{1,0} \Theta^{w}+c_{1,1} \Theta^{w+1}+\ldots+c_{1, w-1} \Theta^{2 w-1}+ \\
\cdot \quad \cdot \quad \cdot \\
+c_{p-2,0} \Theta^{(p-2) w}+c_{p-2,1} \Theta^{(p-2) w+1}+\ldots+c_{p-2, w-1} \Theta^{v-1}
\end{gather*}
$$

where

$$
\begin{equation*}
c_{j k}=a_{j w+k}+(-1)^{j-1} a_{v+k} \tag{11.11}
\end{equation*}
$$

It is easy to verify that

$$
r_{j}+r_{g+j}=m=p^{u}
$$

from which it follows, by (11.5), that

$$
\begin{equation*}
a_{g+j}=-a_{j} \tag{11.12}
\end{equation*}
$$

We can now conclude that

$$
\left\{\begin{array}{l}
c_{j k}+(-1)^{j-1} c_{0 k}=c_{j-1, w+k}  \tag{11.13}\\
c_{0 k}=-c_{p-2, w+k}
\end{array}\right.
$$

Here we have made use of (11.11) and (11.12).
35. It follows from (11.4) and (11.9) that
(11.14) $\quad\left(c_{00}-H(\Theta, x)\right) \Theta^{-1}=-\left(c_{00}-H(\Theta, x)\right)\left(-\Theta^{u-1}+\Theta^{2 w-1}\right.$

$$
\left.-\Theta^{3 v-1}+\ldots+\Theta^{v-1}\right)
$$

Multiplying both sides of (11.10) by $\Theta^{-1}$ we get, by means of (11.13) and (11.14),

$$
\begin{gathered}
0=c_{01}+x+c_{02} \Theta+c_{03} \Theta^{2}+\ldots+\left(c_{0 w}-H(\Theta, x)\right) \Theta^{w-1} \\
+c_{1,1} \Theta^{w}+c_{1,2} \Theta^{w+1}+c_{1,3} \Theta^{w+2}+\ldots+\left(c_{1, w}+H(\Theta, x)\right) \Theta^{2 w-1}+ \\
\cdot \\
+c_{p-2,1} \Theta^{(p-2) w}+c_{p-2,2} \Theta^{(p-2) w+1}+\ldots+\left(c_{p-2, w}+H(\Theta, x)\right) \Theta^{v-1}
\end{gathered}
$$

We further multiply both sides of this by $\Theta^{-1}$. By (11.13), we thus get

$$
\begin{aligned}
0 & =c_{02}+c_{03} \Theta+\ldots+\left(c_{0, w+1}+x\right) \Theta^{w-1} \\
& +c_{1,2} \Theta^{w}+c_{1,3} \Theta^{w+1}+\ldots+\left(c_{1, w+1}-x\right) \Theta^{2 w-1}+ \\
& \cdot \\
& +c_{p-2,2} \Theta^{(p-2) w}+c_{p-2,3} \Theta^{(p-2) w+1}+\ldots+\left(c_{p-2, w+1}-x\right) \Theta^{r-1}
\end{aligned}
$$

Repeating this procedure $v-1$ times we finally have

$$
\begin{aligned}
& 0=c_{0, v-1}+c_{0 v} \Theta+\ldots+c_{0, v+w-2} \Theta^{w-1} \\
& +c_{1, v-1} \Theta^{w}+c_{1, v} \Theta^{w+1}+\ldots+c_{1, v+w-2} \Theta^{2 w-1}+ \\
& \cdot \\
& +c_{p-2, v-1} \Theta^{(p-2) w}+c_{p-2, v} \Theta^{(p-2) w+1}+\ldots+c_{p-2, v+w-2} \Theta^{v-1}
\end{aligned}
$$

If we consider the system of all the equations thus obtained, we see that the coefficient determinant

$$
\begin{aligned}
& c_{00}-H \quad c_{01}+x \ldots c_{0, w-1} \quad c_{1,0} \quad \ldots c_{1, w-1} \quad \ldots c_{p-2, w-1} \\
& c_{01}+x \quad c_{02} \quad \ldots c_{0 w}-H \quad c_{1,1} \ldots c_{1, w}+H \ldots c_{p-2, w}+H \\
& c_{0, v-1} \quad c_{0 v} \quad \ldots c_{0, v+w-2} \quad c_{1, v-1} \ldots c_{1, v+w-2} \quad \ldots c_{p-2, v+w-2}
\end{aligned}
$$

vanishes. Here we have shortly denoted $H=H(\Theta, x)$. We denote this determinant by $D^{\prime}(m, x)$. Consider first the positions of $H$ in $D^{\prime}(m, x)$. Then we can write the following schema:


The numbers in the schema show the order of the columns and the rows. We can now observe that by adding and subtracting the rows appropriately we get $D^{\prime}(m, x)$ in a form, which proves that

$$
\begin{equation*}
D^{\prime}(m, x)=0 \tag{11.15}
\end{equation*}
$$

is an equation in $H(\Theta, x)$ of degree $v$, when $x$ has some fixed value. We find that the expression (11.6) of $H(\Theta, x)$ is a solution of (11.15). We now replace in (11.6) $\Theta$ by $\Theta^{j}$, where $j$ assumes all odd values ( $>1$ ) less than $\varphi(m)$ except the multiples of $p$. In the same way as before we treat this expression and it is evident that we get also in this case the same equation (11.15). It is now clear that there exists an infinity of the values of $x$ such that all the expressions $H\left(\Theta^{j}, x\right)$ are distinct for each $x$. Since the number of the possible values of $j$ is $v$, each solution of (11.15) is included in the expressions $H\left(\Theta^{j}, x\right)$ The product of the solutions is equal to the constant coefficient of (11.15) disregarding the sign. We get this coefficient from (11.15) replacing $H(\Theta, x)$ by zero. Hence

$$
\begin{equation*}
\prod_{j} H\left(\Theta^{j}, x\right)= \pm D(m, x) \tag{11.16}
\end{equation*}
$$

where $j$ runs through all odd values less than $\varphi(m)$ except the multiples of $p$ and $D(m, x)$ denotes the determinant

$$
\begin{array}{llllll|}
c_{00} & c_{01}+x \ldots c_{0, w-1} & c_{1,0} & \ldots c_{1, w-1} & \ldots c_{p-2, w-1} \\
c_{01}+x & c_{02} & \ldots c_{0 w} & c_{1,1} & \ldots c_{1, w} & \ldots c_{p-2, w} \\
\cdot & \cdot & \ldots . & \cdot & \ldots . & \ldots . \\
c_{0, v-1} & c_{0 v} & \ldots c_{0, v+w-2} & c_{1, v-1} \ldots c_{1, v+w-2} \ldots c_{p-2, v+w-2}
\end{array}
$$

36. The expression (11.16) is an equation in $x$ of degree $\leqq v$. Therefore it must be an identity, since it has an infinity of solutions. Consequently the value $x=0$ satisfies the equation, and it follows from (11.2), (11.7) and (11.16) that

$$
\begin{equation*}
T= \pm D(m, 0) \tag{11.17}
\end{equation*}
$$

Consider the determinant $D(m, 0)$. We first observe that

$$
\begin{gathered}
c_{j k}=a_{j w+k}+(-1)^{j-1} a_{v+k}=-m+2 r_{j w+k}+(-1)^{j-1}\left(2 r_{v+k}-m\right) \\
=m-2 r_{(p+j) w+k}+(-1)^{j-1}\left(2 r_{v+k}-m\right) .
\end{gathered}
$$

Hence

$$
c_{j k}=\left\{\begin{array}{cl}
2\left(r_{j w+k}-r_{v+k}\right) & \text { if } 2 \mid j,  \tag{11.18}\\
-2\left(r_{(p+j) w+k}-r_{v+k}\right) & \text { if } 2+j .
\end{array}\right.
$$

Since each column is divisible by $2, D(m, 0)$ can be written, by means of (11.18), in the form

$$
\pm 2^{v} \left\lvert\, \begin{array}{cccccc}
r_{0}-r_{v} \ldots r_{u-1}-r_{p w-1} & r_{(p+1) w}-r_{v} \ldots r_{\left(2^{2 p-1) w-1}\right.}-r_{p u-1} \\
r_{1}-r_{v+1} \ldots r_{w}-r_{p w} & r_{(p+1) w+1}-r_{v+1} \ldots r_{(2 p-1) w}-r_{p w} \\
. & \ldots & \cdot & . & \ldots & \\
r_{v-1}-r_{2 v-1} \ldots r_{p u-2}-r_{(2 p-1) w-2} r_{2 p w-1}-r_{2 v-1} \ldots r_{(3 p-2) w-2}-r_{\left(2_{p-1}\right) w-2}
\end{array}\right.
$$

From the $j$ th $(j==v, v-1, \ldots, 2)$ row we subtract the preceding row multiplied by $r$. A general element of the determinant may be treated as follows:

$$
r_{j+1}-r_{k+1}-r\left(r_{j}-r_{k}\right)=-m\left(q_{j}-q_{k}\right),
$$

where we have made use of (8.1). From this it follows that $D(m, 0)$ can be represented in the form

$$
\pm 2^{v} m^{v-1}\left|\begin{array}{cccl}
r_{0}-r_{v} \ldots r_{w-1}-r_{p w-1} & \ldots r_{\left(2^{2}-1\right) w-1}-r_{p w-1} \\
q_{0}-q_{v} & \ldots q_{w-1}-q_{p w-1} & \ldots q_{\left(2^{2 p-1) w-1}\right.}-q_{p w-1} \\
q_{1}-q_{v+1} \ldots q_{w} & -q_{p w} & \ldots q_{\left(2^{w-1}\right) w}-q_{p w} \\
. & \ldots & . & \ldots \\
q_{v-2}-q_{2 v-2} \ldots q_{p w-3}-q_{\left(2^{2}-1\right) w-3} \ldots q_{(3 p-2) w-3}-q_{\left(2_{p-1}\right) w-3}
\end{array}\right|
$$

37. In (8.8) we defined the numbers $e_{j k}$. In order to show that these numbers are integers, we first write

$$
\begin{equation*}
r_{j w+k}-r_{v+k} \equiv-r^{j w+k}\left(r^{(p-1-j) w}-1\right)(\bmod m) \tag{11.19}
\end{equation*}
$$

and

$$
\begin{equation*}
r_{(p+j) w+k}-r_{r+k} \equiv r^{v+k}\left(r^{(j+1) w}-1\right)(\bmod m) . \tag{11.20}
\end{equation*}
$$

It follows from (8.8) that $j$ in (11.19) is even and in (11.20) odd. Consequently both expressions $p-1-j$ and $j+1$ in the exponents of (11.19) and (11.20) respectively are divisible by 2 . In addition it is known that

$$
r^{2 w} \equiv r^{q(\mu)} \equiv 1 \quad(\bmod \mu)
$$

from which it immediately follows, by (8.8), (11.19), and (11.20), that the numbers $e_{j k}$ are integers. On the other hand it is easy to verify, by (8.1) and (8.9), that also the numbers $g_{j k}$ are integers. Hence

$$
\begin{equation*}
D(m, 0)= \pm 2^{v} m^{v-1} \mu D(m) \tag{11.21}
\end{equation*}
$$

where $D(m)$ is the determinant in theorem 5 . This result together with (8.6), (11.2), and (11.17) proves our theorem.

## § 12. Some new expressions for $K$ and proof of theorem 6

38. Consider the determinant $D(m, 0)$ defined in section 35. We replace the numbers $c_{j k}$ by the expressions (11.11) and write the determinant of order $v$ as a determinant of order $g$. We thus get

Since $r_{j}+r_{g+j}=m$, it follows by (11.5) that

$$
a_{j}=2 r_{j}-m
$$

Applying this in the above determinant we have

$$
D(m, 0)=2^{v}\left|\begin{array}{cccc}
r_{0}-\frac{1}{2} m & r_{1}-\frac{1}{2} m \ldots r_{g-1}-\frac{1}{2} m  \tag{12.1}\\
r_{1}-\frac{1}{2} m & r_{2}-\frac{1}{2} m \ldots r_{g}-\frac{1}{2} m \\
. & . & \ldots & . \\
r_{v-1}-\frac{1}{2} m & r_{v}-\frac{1}{2} m \ldots r_{g+v-2}-\frac{1}{2} m \\
1 & 0 & \ldots & 0 \\
0 & 1 & \ldots & 0 \\
0 & 0 & \ldots & 1
\end{array}\right|
$$

Consider first the elements in the first row. Denote

$$
\begin{equation*}
\{n\}=\lambda(n)-\frac{1}{2} m \tag{12.2}
\end{equation*}
$$

where $\lambda(n)$ denotes the smallest positive remainder of $n(\bmod m)$ (see section 29 , the case $m=p$ ). Hence

$$
\begin{equation*}
\left|\left\{r_{j}\right\}\right|=\left|r_{j}-\frac{1}{2} m\right| \leqq \frac{1}{2} m-1 \tag{12.3}
\end{equation*}
$$

Since $r_{j}$ is not a multiple of $p,\left|\left\{r_{j}\right\}\right|$ cannot be expressed in the form $p\left(k-\frac{1}{2}\right)$, where $k$ is a natural number. Since

$$
\left|r_{j}-\frac{1}{2} m\right| \neq\left|r_{k}-\frac{1}{2} m\right|
$$

when $j \neq k$ and $0 \leqq j, k<g$, we can deduce that the numbers $\left|\left\{r_{j}\right\}\right|$ take exactly $g$ distinct values, when $j$ runs through the numbers 0,1 , $2, \ldots, g-1$. By (12.3), it follows that the numbers $\left|\left\{r_{j}\right\}\right|$ can take only the values

$$
\begin{equation*}
1 / 2,3 / 2, \ldots,(m-2) / 2 \tag{12.4}
\end{equation*}
$$

except the numbers of the form $p\left(k-\frac{1}{2}\right)$. The number of the numbers (12.4) is clearly $\frac{1}{2}(m-1)$ whereas the number of the numbers $p\left(k-\frac{1}{2}\right)$ occurring in (12.4) is $\frac{1}{2}(\mu-1)$. Their difference is $g$, and it follows that if we strike out the numbers $p\left(k-\frac{1}{2}\right)$, the remaining numbers in (12.4) coincide with the numbers

$$
\left|\left\{r_{0}\right\}\right|,\left|\left\{r_{1}\right\}\right|, \ldots,\left|\left\{r_{g-1}\right\}\right|
$$

disregarding the order. We can thus conclude that the first row of the determinant (12.1) may be written as follows:

$$
1-\frac{1}{2} m \quad 2-\frac{1}{2} m \ldots p-1-\frac{1}{2} m \quad p+1-\frac{1}{2} m \ldots \frac{1}{2}(m-1)-\frac{1}{2} m
$$

if the order and the sign are not taken into consideration. Furthermore, we get

$$
\left\{r_{j+k}\right\}=\left\{\begin{aligned}
\left\{r_{j} n\right\} & \text { if }\left\{r_{k}\right\}=n-\frac{1}{2} m=\{n\} \\
-\left\{r_{j} n\right\} & \text { if }\left\{r_{k}\right\}=-n+\frac{1}{2} m=-\{n\}
\end{aligned}\right.
$$

where $\quad 1 \leqq n \leqq \gamma \quad\left(\gamma=\frac{1}{2}(m-1)\right) . \quad$ By means of this and the above results $D(m, 0)$ can be written in the form

$$
\pm 2^{v}\left|\begin{array}{ccccc}
\{1\} & \{2\} & \ldots\{p-1\} & \{p+1\} & \ldots\{\gamma\} \\
\left\{r_{1}\right\} & \left\{2 r_{1}\right\} & \ldots\left\{(p-1) r_{1}\right\} & \left\{(p+1) r_{1}\right\} & \ldots\left\{\gamma r_{1}\right\} \\
\left\{r_{2}\right\} & \left\{2 r_{2}\right\} & \ldots\left\{(p-1) r_{2}\right\} & \left\{(p+1) r_{2}\right\} & \ldots\left\{\gamma r_{2}\right\} \\
\cdot & \cdot & \ldots & \cdot & \cdot \\
\left\{r_{v-1}\right\} & \left\{2 r_{v-1}\right\} & \ldots\left\{(p-1) r_{v-1}\right\} & \left\{(p+1) r_{v-1}\right\} & \ldots\left\{\gamma r_{v-1}\right\} \\
v_{1,1} & v_{1,2} & \ldots & v_{1, p-1} & v_{1, p+1} \\
v_{2,1} & v_{2,2} & \ldots & v_{2, p-1} & v_{2, p+1} \\
\cdot & \cdot & \ldots & . & . \\
v_{w, 1} & v_{w, 2} & \ldots & v_{w, p-1} & v_{w, p+1} \\
v_{2, \gamma} \\
v_{1} & \ldots v_{w, \gamma}
\end{array}\right|
$$

where $\gamma=\frac{1}{2}(m-1)$ and $v_{j n}$ is either $+1,-1$ or 0 . We subtract from the $j$ th row $(j=2,3, \ldots, v)$ the first row multiplied by $r_{j-1}$. Then a general element of the $j$ th row may be treated as follows:

$$
\begin{equation*}
\left\{n r_{j-1}\right\}-r_{j-1}\{n\}=m[j, n] \tag{12.5}
\end{equation*}
$$

where

$$
\begin{equation*}
[j, n]=\frac{1}{2}\left(r_{j-1}-1\right)-\left(n r_{j-1}-\lambda\left(n r_{j-1}\right)\right) / m \tag{12.6}
\end{equation*}
$$

We want to note that the numbers $[j, n]$ need not be integers, but if we double them, we get integers. By means of (12.5) and (12.6) $D(m, 0)$ may be represented in the form
$\pm 2^{v} m^{v-1}\left|\begin{array}{ccccc}\{1\} & \{2\} \ldots\{p-1\} & \{p+1\} \ldots\{\gamma\} \\ {[2,1]} & {[2,2] \ldots[2, p-1]} & {[2, p+1] \ldots[2, \gamma]} \\ {[3,1]} & {[3,2] \ldots[3, p-1]} & {[3, p+1] \ldots[3, \gamma]} \\ \cdot & \cdot & \ldots & . & . \\ {[v, 1]} & {[v, 2] \ldots[v, p-1]} & {[v, p+1] \ldots[v, \gamma]} \\ v_{1,1} & v_{1,2} & \ldots v_{1, p-1} & v_{1, p+1} & \ldots v_{1, \gamma} \\ v_{2,1} & v_{2,2} & \ldots v_{2, p-1} & v_{2, p+1} & \ldots v_{2, \gamma} \\ \cdot & . & \ldots & . & . \\ v_{w, 1} & v_{w, 2} & \ldots v_{w, p-1} & v_{w, p+1} & \ldots v_{w, \gamma}\end{array}\right|$.

Denote

$$
(j ; n)=\left\{\begin{array}{l}
1 \text { if } j=1 \text { and } n \neq k p+1, \\
2 \text { if } j=1 \text { and } n=k p+1, \\
{[j, n]-[j, n-1] \text { if } j \geqq 2 \text { and } n \neq k p+1(n \geqq 2),} \\
{[j, n]-[j, n-2] \text { if } j \geqq 2 \text { and } n=k p+1}
\end{array}\right.
$$

and

$$
u_{j_{n}}=\left\{\begin{array}{l}
v_{j n}-v_{j, n-1} \text { if } n \neq k p+1\left(v_{j, 0}=0\right) \\
v_{j n}-v_{j, n-2} \text { if } n=k p+1
\end{array}\right.
$$

where $j, n$, and $k$ are natural numbers. By subtracting from the $j$ th column ( $j=g, g-1, \ldots, 2$ ) the preceding column we can now express $D(m, 0)$ in the form

$(12.7) \pm 2^{v} m^{v-1} |$| $v, 1]$ | $(v ; 2)$ | $\ldots(v ; p-1)$ | $(v ; p+1) \ldots(v ; \gamma)$ |  |
| :---: | :---: | :---: | :---: | :---: |
| $u_{1,1}$ | $u_{1,2}$ | $\ldots u_{1, p-1}$ | $u_{1, p+1}$ | $\ldots u_{1, \gamma}$ |
| $u_{2,1}$ | $u_{2,2}$ | $\ldots u_{2, p-1}$ | $u_{2, p+1}$ | $\ldots u_{2, \gamma}$ |
| $\cdot$ | $\cdot$ | $\ldots$ | . | . |
| $u_{w, 1}$ | $u_{w, 2}$ | $\ldots u_{w, p-1}$ | $u_{w, p+1}$ | $\ldots u_{u, \gamma}$ |

If $m=3^{u}, \gamma=\frac{1}{2}(m-1)$ is of the form $k p+1$, elsewhere $\gamma \neq k p+1$. Denote by $D^{\prime \prime}(m)$ the determinant in (12.7). By (11.21), we thus get

$$
\begin{equation*}
K= \pm p^{-u+1} D^{\prime \prime}(m) \tag{12.8}
\end{equation*}
$$

39. Consider the elements of $D^{\prime \prime}(m)$. All of them are integers except the first $v$ elements in the first column. If, however, we multiply the first column by 2 , we get a determinant, each element of which is an integer without any exception. It follows immediately from the definition of the numbers $u_{j_{n}}$ that

$$
\begin{equation*}
u_{j n} \leqq 2 \tag{12.9}
\end{equation*}
$$

We now estimate the elements $(j ; n)$. If $j \geqq 2$ and $n \neq k p+1(n \geqq 2)$, we obtain

$$
\begin{aligned}
|(j ; n)| & =|[j, n]-[j, n-1]|=m^{-1}\left|\lambda\left(n r_{j-1}\right)-\lambda\left((n-1) r_{j-1}\right)-r_{j-1}\right| \\
& =m^{-1}\left(\left|\lambda\left(n r_{j-1}\right)-\lambda\left((n-1) r_{j-1}\right)\right|+\left|r_{j-1}\right|\right)<2-m^{-1}
\end{aligned}
$$

If $j \geqq 2$ and $n=k p+1$, we have

$$
\begin{aligned}
|(j ; n)|=|[j, n]-[j, n-2]| & =m^{-1}\left|\lambda\left(n r_{j-1}\right)-\lambda\left((n-2) r_{j-1}\right)-2 r_{j-1}\right| \\
< & 3-m^{-1}
\end{aligned}
$$

From this we conclude that

$$
|(j ; n)| \leqq\left\{\begin{array}{l}
1 \text { if } n \neq k p+1  \tag{12.10}\\
2 \text { if } n=k p+1
\end{array}\right.
$$

In order to estimate $K$ by means of a determinant it is convenient to start from the expression $D^{\prime \prime}(m)$, since the absolute values of the elements in $D^{\prime \prime}(m)$ are $\leqq 2$ except possibly the first $v$ elements in the first column (see (12.9) and (12.10)).
40. By applying the above results we now prove theorem 6. Consider first the case $m=2^{u}(u \geqq 3)$. We use the so-called Hadamard's lemma (cf. e.g. [10], p. 259) in (8.7). Since each element of the determinant $D\left(2^{u}\right)$ is absolutely $\leqq 1$, the sum of the squares of the elements in every row is $\leqq w$. We thus obtain the result

$$
K \leqq\left(2^{u-3}\right)^{w / 2}
$$

which proves the first part of our theorem.
Consider now the case $m=p^{u}$, where $p$ is an odd prime and $u \geqq 2$. We divide the first column of $D^{\prime \prime}(m)$ by $\frac{1}{2} m$ and the $(k(p-1)+1)$ st column $\left(k=1,2, \ldots, \frac{1}{2}(\mu-1)\right)$ by 2 . Since the absolute values of the elements in the $j$ th row $(j=1,2, \ldots, v)$ are, by $(12.10)$, $\leqq 1$, the sum of the squares is $\leqq g$. Let $z_{j}(j=v+1, v+2, \ldots, g)$ denote the number of the elements in the $j$ th row, the absolute values of which are $=2$. The number of non-zero elements in the $j$ th row is thus $\leqq 2 p-z_{j}$ and the number of the elements absolutely equal to one in the $j$ th row is $\leqq 2\left(p-z_{j}\right)$. Let $N_{j}$ denote the sum of the squares of the elements in the $j$ th row. We then obtain the result

$$
\left|N_{j}\right| \leqq\left\{\begin{array}{l}
g \text { if } j=1,2, \ldots, v  \tag{12.11}\\
2\left(p-z_{j}\right)+4 z_{j}<4 p \text { if } j=v+1, v+2, \ldots, g
\end{array}\right.
$$

If we apply Hadamard's lemma, we get

$$
\begin{equation*}
\left|D^{\prime \prime}(m)\right|<m 2^{(\mu-3) / 2} g^{v / 2}(4 p)^{x^{\kappa / 2}} \tag{12.12}
\end{equation*}
$$

Here we have made use of (12.11). It follows now from (12.8) and (12.12) that

$$
K<2^{(\mu-3) / 2+w} g^{v / 2} p^{1+w / 2}
$$

This implies the second part of our theorem.
Using (8.10) in order to estimate an upper bound for $h_{1}\left(2^{u}\right)$ we obtain

$$
h_{1} \leqq 2^{z}
$$

where

$$
z=\sum_{j=1}^{u-3} j 2^{j-1}=(u-4) 2^{u-3}+1
$$

and this leads to (8.11).
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